Question No. 1: Electrical engineering (1,2)
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(1) Consider the feedback control system shown in Fig. 1(a). Answer the following questions.

(@)
(®)
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Find the open-loop transfer function G(s) of the control system.

Find the characteristic equation of the control system.

Find the values of a and b in the control system when the overshoot O; of the unit step
response is 10% and the natural frequency @, is 10 rad/s. The damping ratio £is 0.6 when
the overshoot O, is 10%, and X = 10.

(2) Consider the feedback control system shown in Fig. 1(b). Answer the following questions.

(a)

(b)

©

Sketch the Nyquist diagram when the control system is at the stability limit, and find the
value of K.

Sketch the Nyquist diagram when the control system is stable, and show the gain crossover
frequency w. and the phase margin ¢, in the diagram.

Find the range of values of Xz which is product of the constant X and the dead time 7 so that
the phase margin gy of the control system is 30°< g, <60°.



Question No. 1: Electrical engineering (2,2)
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Question No. 2: Communication engineering (1,72)
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Question No. 2: Communication engineering (2,72)
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Consider a transmission system using double side-band amplitude modulation with suppressed carrier
as shown in Fig. 2. Let an input signal be s(¢). The carrier wave at the transmitter is A, cos(2z f,f) and
the local oscillator signal at the receiver is cos(2z f,t + A¢). BPF and LPF in the receiver are an ideal

band pass filter and an ideal low pass filter, respectively. Their frequency responses are given by

Bypy= () BT In SIS Tt S,

0 otherwise
_[1 if|f[ <],
Hy(f)= {0 otherwisem'

Let s(z) = cos(2z ft), where 0 < f, < f,, < f.. Answer the following questions.

(1) Find the waveform x(f) at A and sketch its amplitude spectrum.

(2) Find and sketch the unit impulse response h;(f) of the ideal low pass filter in the receiver.

(3) Assume that n(t) = 0 is satisfied at any time . Find the output y(¢) at B.

(4) Assume that A¢ =0, and n(r) is white noise of which power spectral density input into the

receiver is N/2. Derive the signal-to-noise power ratio of the output at B.

s(®)

Transmitter Receiver



Question No. 3: Electronic engineering (1,/3)
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Question No. 3: Electronic engineering (2,3)
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Consider the circuit in Fig. 3, which consists of a bipolar junction transistor, a light-emitting diode
and resistors. The common-emitter current gain 4 and the base-emitter voltage Vag of the bipolar
junction transistor operating in the active region are 100 and 0.6 V, respectively. Assume that the voltage
between the two terminals of the light-emitting diode is constant at 3.2 V, when a forward current flows
through it. When the input voltage V; was set at 4.6 V, the bipolar junction transistor operated in the
active region with the collector current /c being 20 mA and the collector-emitter voltage Vcg being 2.8 V.

Answer the following questions.

(1) Calculate the values of R; and Rx..

(2) Calculate the power consumed in each of the resistors R; and Ry, the bipolar junction transistor and
the light-emitting diode, for the case where the input voltage V; is set at 2.6 V. Here, the power

consumed in the bipolar junction transistor is approximated with the collector loss.

(3) Assume that the collector-emitter voltage Vcg of the bipolar junction transistor operating in the
saturation region is 0.1 V. Calculate the maximum power consumed in the light-emitting diode in

this circuit.

(4) Assume that 60% of the power consumed in the light-emitting diode is converted into the energy
of light. Calculate the ratio of the number of photons generated in a unit of time and the number of
electrons flowing through the light-emitting diode in a unit of time. Here, the energy of a photon is
2.5eV.



Question No. 3: Electronic engineering (3,/3)
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Question No. 4: Computer science 1 (1,72)
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Consider a sequential circuit which outputs a 6-bit non-negative binary integer F = (fs fa.f3 f2./1./0)2 at
each time =0, 1, 2, ... in synchronization with a clock after receiving a reset signal R and a trigger
signal G, as shown in Fig. 4 (a). Here, R and G are a 1-bit signal, and (F)1o is decimal notation of F.
Answer the following questions.

(1) Fill decimal integers in the blanks of Fig. 4 (b) and show the complete table.

(2) Find an equation for F(¢) at £ > 1 by using F(¢—1) and F(r —2).

(3) Suppose that the sequential circuit is composed of six full adders.

(a) Show the names and the numbers of necessary circuit blocks other than full adders for
the sequential circuit.

(b) Draw acircuit diagram of the sequential circuit using the full adders and the circuit blocks
shown in (a). Also show wires for the clock, reset and trigger signals.

(4) Suppose that sum and carry at every full adder used for the sequential circuit in (3) are calculated

respectively by a multiplexer and that the maximum calculation time in every multiplexer is 7.
(a) Draw a circuit diagram of a full adder by using two multiplexers and a NOT gate.
(b) Express the maximum time required for output of F in every clock cycle in terms of Ty



Question No. 4: Computer science 1 (2,2)
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Question No. 5: Computer science 2 (1/2)
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Consider a procedural programming language whose syntax and semantics are shown in Fig.
5(a). Answer the following questions.

(1) There are two parse trees for the string 5+ 2% 3, where + and * are operators. Show those
parse trees.

(2) Suppose that the operator * has a higher precedence than the operator 4+ and that all
operators are left-associative.

(a) Translate the arithmetic expression 5 + z * y + y * z into the reverse Polish notion
(postfix notation). In the reverse Polish notation, each operator follows all of its
operands. For example, the arithmetic expression 1 + 2 is translated to 1 2 + in the
reverse Polish notation.

(b) Consider evaluating the result of the translation in question (2) (a) using a stack.
Suppose that the values of z, y, z are 1, 2, 3, respectively. Describe all steps of the
evaluation. Show the contents of the stack and the rest of the string in each step of
the evaluation.

(3) Suppose that the program P is defined by Fig.5 (b).

(a) Suppose that the values of z and y are 3 and 1, respectively, in the initial state. Find
the value of y after executing the program P.

(b) Show that P terminates for any non-negative integers z and y.



Question No. 5: Computer science 2 (2/2)
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BBZHL (integer variable)
Vys===z|yl|z]..

B (arithmetic expression)

(E) := n BB (integer)
[ (V) BBEH (integer variable)
| (E)+(E) © & (addition)
| (E) = (E) FEH (multiplication)

7w 77 A (program)
(C) == (V) :=(E) fRA (assignment) *!
| (C)1; (C)e A% (composition) *2
|  while (E); < (E)3 do (C) end N—"7" (loop) *3

VY (B) DfEERAT 3.
Assign the value of (E) to (V).

200 ETL, Z20% (C), 2EITT 3.
Execute (C)1 and then execute (C)j.

*3(E); DIED (B)y DEM ETHhUIMd Lk, 29 ThiFhud, (C) 2ETL, Z20BHY
while (E); < (E)s do (C) end 2 EfT7 3,
Do nothing if the value of (E); is greater than or equal to the value of (E);. Otherwise,
execute (C) and then execute while (E); < (E)3 do (C) end again.

Fig. 5 (a)
P = 2z:=0;whilez<zdoy:=y*x2;z:=2—1end

Fig. 5 (b)



Question No. 6: Advanced physics (1 ,3)
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Question No. 6: Advanced physics (2 ,/3)
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Consider a one-dimensional potential barrier

0 x < 0),
V(x) = Vo (0 <x<d), (6A)
0 (x >98),

along the x-axis (Fig. 6). A particle of mass m, and energy & (>0) is incident to this barrier from
the x = —oo direction. Answer the following questions.

Let the wave function in a stationary state be 1(x). In the following, V; is a positive constant and
h
h = — (h:Plank constant).
21

(1) Write the time-independent Schrédinger equations for the regions x < 0,0 < x <6,

and x >0, respectively.

(2) Incase e <V, let P(x) be the stationary wave function, i.e., the solution of the time-
independent Schrédinger equation, in the region x < 0, 0 < x <d,and x >6 be
Ae™ £ Be™H*  (x < 0),

P(x) = Ce™ + De™®* (0 < x <6), (6B)
Felkx (x >6),
where A4, B, C, D, and Fare complex constants and i is the imaginary unit. Obtain kand din

terms of m, ¢ V,, and A.

(3) By using the wave function given in Eq. (6B), consider all the boundary conditions for 1 (x)
and its spatial derivative ¥'(x) at x =0and x =6.

2

(a) Obtain the transmission coefficient T = for a particle to pass through the barrier

[4}2

by the tunneling effect.
(b) In case T = 0.2 at the limit of ¢ - V;, derive the equation showing the relationship
between m, V,, 6, and A. When y is sufficiently small, the approximation

sinh?y =~ y2 can be used.



Question No. 6: Advanced physics (3 ,/3)
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