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Abstract—large-scale data processing is very common in many fields such as data-mining, genome mapping, etc. To accelerate such processing, Graphic Accelerator Units (GPU) and FPGAs (Field-Programmable Gate-Array) are used. However, the large data transfer time between the accelerator and the host computer is a huge performance bottleneck. In this paper, we use a word-pair-encoding method to compress the data down to 25% of its original size. The encoded data can be decoded from any position without decoding the whole data file. For some algorithms, the encoded data can be processed without decoding. Using Burrows-Wheeler algorithm based text search, we show that the data amount and transfer time can be reduced by over 70%.
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I. INTRODUCTION

Recently, large-scale data processing is very common in many fields such as data-mining [1], genome mapping [2], etc. Graphic Accelerator Units (GPU) and Field-Programmable Gate-Arrays (FPGA) are used to accelerate such processing in works such as [3] and [4]. These accelerator boards contain a large off-chip memory (global memory). As shown in Fig.1, data are transferred from the host computer to the global memory of the accelerator board. Then those data are accessed from the global memory and processed in the accelerator chip. The processing power of the accelerators are usually very large. However, the time required to transfer data between the host processor and the accelerator, and the time required to transfer the data between the global memory and the accelerator are very large. Moreover, data storage limitations and data access bandwidth limitations are also exists.

Data compression is an effective way of dealing with these problems. However, some compression methods could bring other set of problems. One such problem is not allowing random access. The whole data file should be decompressed to its original state in order to access the data from an arbitrary position. Data decompression requires processing time and also storage space. To solve this problem, Succinct data structures are introduced in works such as [5], so that the complete decompression is not required. In this paper, we consider a relatively old text compression algorithm based on byte-pair encoding (BPE) [6] which allows access from any position without decompressing the whole text.

In this paper, we propose an efficient data transfer scheme for large-scale text processing in hardware accelerators. This data transfer scheme considers; (a) the data transfers between the host computer and the global memory of the hardware accelerator, (b) the data transfer between the accelerator chip and the off-chip global memory. The reduction of data transfer time between the host computer and the global memory is achieved simply by data compression. The data transfer time reduction between the accelerator chip and the off-chip global memory is achieved by accessing the compressed data and processing them without decompressing. We shows an example of text searching, where the data size and data transfer time are reduced by 70%. We also shows that the compressed data can be accessed from any arbitrary position and can be used without decompressing. Since the compressed data are smaller in size compared to that of the original data, the memory bandwidth also can be reduced.

II. WORD-PAIR ENCODING BASED TEXT DATA COMPRESSION

A. Word-pair encoding

BPE [6] is a simple data compression method that the most common pair of consecutive bytes of data is replaced with a byte that is not been used already in the compressed data file. Figure 2 shows an example of BPE. A symbol is stored as a 8-bit word or a byte. At the encoding stage 1 in Fig.2, the most common byte-pair, “AB”, is replaced by a new byte “E”. Then the same process continues in stage 2 by replacing the most common byte-pair of stage 1, which is “EC”. The result at stage 2 has a small number of bytes compared to the input data. The result can be decompressed from any arbitrary position. The decoding is done by the table look-up. In this paper, we consider the data compression of words with arbitrary number of bits. Therefore, we call it word-pair encoding.
B. Data compression of text search using Burrows-Wheeler algorithm

This section shows an example of text search using Burrows-Wheeler algorithm, which is widely used in genome mapping [7]. Note that, the genome matching is basically a text search, where the number of symbols are limited to four. In this algorithm, Burrows-Wheeler (BW) transform is applied to a text string. The text search uses an FM-index [8] based method that computes the rank and select. Since the intention of this paper is to show how to use the word-pair compressed data, we omit the explanation of BW algorithm. Interested readers can refer the work in [2] and [7] to get a detailed knowledge of Burrows-wheeler algorithm based text search.

Let us consider the BWT based text search using Fig.3. We have a reference string $X$ shown in Fig.3(a). We want to find if a phrase $W$ exists in $X$. To search in string $X$, we need inputs $C(\cdot)$ shown in Fig.3(b), and BW array of $X$ shown in Fig.3(c). The BW array is constructed by applying BW transform [7] to the reference genome $X$. The number of symbols that are lexicographically smaller than $a$ is given by $C(a)$ where $a \in \{A, B, C, \ldots \}$. The number of occurrences of the symbol $a$ in string $B[0, i]$ is given by $O(a, i)$. The string $B$ is the BW array of the string $X$. BW algorithm uses the “exact matching” method explained in [8]. According to [8], if a string $W$ is a substring of the string $X$ and $L(aW) \leq U(aW)$, string $aW$ is also a substring of $X$ where $aW$ equals the string $\{a, W\}$. The terms $L$ and $U$, given by Eqs.(1) and (2) respectively, are the lower and upper bounds of the suffix array (SA) interval of $X$.

$$L(aW) = C(a) + O(a, L(aW)) - 1 \quad (1)$$

$$U(aW) = C(a) + O(a, U(aW)) - 1 \quad (2)$$

Note that, the suffix array shown in Fig.3(c) shows the corresponding positions of the elements after the BW transform to the reference string.

Searching of the phrase $W$ in $X$ is shown in Fig.4. The phrase $W$ is shown in Fig.4(a). The search starts from the last symbol of $W$ which is “A”. Since, $L(A) \leq U(A)$, a match is found. Then we move to the next symbol which is at the left side of the searched symbol. According to Fig.4(a), it is “G”. Since $L(GA) \leq U(GA)$, we move to the next symbol which is “H”. As shown in Fig.4(b), $L(HGA) \leq U(HGA)$. At this time, all the symbols in $W$ are searched and the SA interval is [6,6]. Referring the SA in Fig.3(c), we find that the phrase $W$ is in the position 2 in text string $X$.

Figure 5 shows the comparison of the architectures that use non-encoded and encoded data. In BW algorithm based search method, computing Eqs.(1) and (2) is very important. For this, we need to access the BW array from the global memory and count the number of occurrences of the symbol $a$ in string $B[0, i]$. Figure 5(a) shows the conventional counting method. As shown in Fig.5(a), all the symbols up to the required position ($i^{th}$ position) should be countered. Figure 5(b) shows the proposed counting method using encoded data. When encoding data, we keep a table that shows which symbols in the original data are encode to a new symbol. In this table, we also store the number of original symbols that are represented by the new symbol. When we encounter an encoded symbol, we refer the table and find the number of occurrences of the original symbols. Therefore, we do not have to decode the data to its original form. We can just add the number of occurrences in the table. As a result, decoding time is zero and counting time is reduced. Moreover, since we access smaller number of symbols, the data transfer time between the global memory and the accelerator is also reduced.

III. Evaluation

Table I shows the compression ratio of the data encoding of the English text. The original text data use one byte for a single character. The compressed data size is the percentage of data compared to the original data size. The data size decreases when the number of bits used to represent an encoded word increases. Although larger word sizes increase the encoding time, they do not have any major effect on the decoding time. The last column of Table I shows the data size of the BW transformed text. It also gives an impressive data size reduction, so that we can use it with text searches effectively.
Table I. Encoding of the English Text (The Bible)

<table>
<thead>
<tr>
<th>Word length (bits)</th>
<th>Original</th>
<th>Compressed size %</th>
<th>Encoded</th>
<th>BW transform compressed data size %</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8</td>
<td>48.0</td>
<td>34.9</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>42.9</td>
<td>32.4</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>38.1</td>
<td>31.1</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>34.1</td>
<td>30.3</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>30.5</td>
<td>29.8</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>27.5</td>
<td>29.3</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>25.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II shows the compression ratio of the data encoding of the Japanese text. The original text data use two byte for a single character. This also reduces the data size to 28.8%.

Table III shows the comparison with other compression algorithms using English text (The Bible). In fact, the proposed method is better than "zip, gzip", etc. Only "bzip2" has a better reduction ratio. Since these conventional compression techniques require whole file to be decompressed to find a particular position, the decompressing time and the memory required to hold the decompressed data are very large. Since the proposed method can decompress from any arbitrary position, fast decompression is possible.

We estimated the amount of memory required for the BW-based text search. We consider the text search of the Bible example. The BW array of the text string is stored in the memory as a 8192 bit words. Each word contains a header and a text string as shown in Fig.6. The header shows the number occurrences of each symbol in the previous words. The text string is a segment of the BW array. Using this method, we can count the number of symbols in the BW array segment and add to the header to count the total number of symbols up to that position. Therefore, we don’t have to count for the symbols in all the words. This method is used for genome sequence mapping in [9]. The results are shown in Table IV. After encoding the BW array data, we achieved a 70.19% memory size reduction. Since the data size has a direct relationship with the data transfer time, we can say that the data transfer time from the host computer to the accelerator board also reduces by over 70%. Since more symbols are included in a single word after encoding, the accelerator accesses more symbols in a single memory read. This will reduces the data transfer time between the accelerator and its global memory. Moreover, the data can be read from any position of the memory and process...
TABLE IV. MEMORY REQUIRED FOR THE BW-BASED TEXT SEARCH

<table>
<thead>
<tr>
<th>Before encoding (bits)</th>
<th>After encoding (bits)</th>
<th>Memory reduction %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Header</td>
<td>Data</td>
<td>Header</td>
</tr>
<tr>
<td>512</td>
<td>7,680</td>
<td>512</td>
</tr>
</tbody>
</table>

without decompressing, for some algorithms.

IV. Conclusion

This paper evaluates a data encoding scheme based on BPE that can be used to compress the data and to reduce the data transfer time. For some algorithms such as BWT-based text searching, the encoded data can be used without decompressing. According to the experimental results, we achieved a compression ratio of 25% for English text and 29% for Japanese text. For the BWT-based text search example, we can achieve over 70% reduction of memory amount and data transfer time. Therefore, the proposed encoding method can be used to reduce the data transfer time between host computer to accelerator memory, and also from the accelerator memory to the accelerator logic.
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