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Acceleration of Block Matching on a Low-Power Heterogeneous
Multi-Core Processor Based on DTU Data-Transfer with Data

Re-Allocation
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SUMMARY  The large data-transfer time among different cores is a
big problem in heterogeneous multi-core processors. This paper presents
a method to accelerate the data transfers exploiting data-transfer-units to-
gether with complex memory allocation. We used block matching, which
is very common in image processing, to evaluate our technique. The pro-
posed method reduces the data-transfer time by more than 42% compared
to the earlier works that use CPU-based data transfers. Moreover, the total
processing time is only 15 ms for a VGA image with 16 X 16 pixel blocks.
key words: block matching, heterogeneous multi-core, dynamically recon-
figurable processor, data transfer, accelerator

1. Introduction

Today’s digital appliances such as mobile phones, TVs, and
digital cameras require real-time image processing at low-
power. However, the power consumption of conventional
CPU-based image processing systems is very high. There-
fore, an effective way to implement image processing is
to use low-power heterogeneous multi-core processors that
contain different cores such as CPUs and accelerators. Ex-
amples of heterogeneous multi-core processors are [1] and
[2]. In heterogeneous multi-core processors, different tasks
of an application are assigned to the most suitable proces-
sor core. Then several cores work collectively to improve
the overall performance. Moreover, heterogeneous multi-
core processors are programmable by software, so that the
design cost and time are significantly low.

In this paper, we target the heterogeneous multi-core
processor called RP-X, we previously proposed for digital
appliances [3]. It has SH-4A CPU cores and FE-GA (flex-
ible engine/generic ALU array) accelerator cores. To re-
duce the power consumption and to increase the processing
speed, the accelerators in this processor contain a hierar-
chical memory structure, a small number of processing ele-
ments (PEs) and address generation units (AGUs) as shown
in Fig. 1. The hierarchical memory structure contains a large
memory module (global memory) placed outside the accel-
erator and several small memories (local memories) placed
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Fig.1 RP-X heterogeneous multi-core processor architecture.

inside the accelerator. Local memories provide high-speed
and parallel data access at low power. However, their mem-
ory capacity is very small. Therefore, we have a large global
memory outside the accelerator. RP-1 [1] is another hetero-
geneous multi-core processor that has this memory struc-
ture. Data transfer units (DTUSs) are included to acceler-
ate the linear and stride data-transfers between the global
and local memories. The accelerator cores employ AGUs
for fast address generation. To decrease the area of the ac-
celerator, the AGUs contain simple hardware units such as
adders and counters. Therefore the AGUs implement only
the addressing functions of the simple memory access pat-
terns [4] such as linear and stride accesses. Due to this ad-
dressing function constraint, the same data have to be copied
many times and it is called the “data duplication problem”.
Figure 2 shows this problem. Figures 2(a) and 2(b) show
the coordinates of the pixels of an image and the control
steps where a set of pixels are accessed respectively. To
access these pixels, we use a simple addressing function.
Figure 2(c) shows one possible memory allocation. In this
example, the pixel [0,1] is copied to two memory locations:
0x01 and 0x05. Similarly, the pixel [1,2] is copied to 0x04
and 0x08. Even though we need to access only 8 pixels,
we have to transfer 10 pixels to the local memory modules
where two of them are duplicated.

To solve the data duplication problem, the memory al-
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(c) Memory allocation example.

Fig.2  Data-duplication due to the addressing function constraint.

location method based on data sharing is proposed in [5].
In this method, the data are allocated to the local memo-
ries in such a way that they can be accessed using simple
addressing functions. However, complex data-transfers are
required to implement this memory allocation. Such com-
plex data-transfers cannot be accelerated using the DTU. As
a result, the data-transfer time is usually large and the pro-
cessing time is taken up by the data-transfers.

In this paper, we propose a DTU-based data-transfer
and data re-allocation method to obtain the same memory al-
location result in [5] much faster. Initially, the data transfer
to the local memories is accelerated using the DTU. Then,
the data are re-allocated in the local memories so as to obtain
the memory allocation result in [5]. The data re-allocation
overhead is very small since it is done in parallel using mul-
tiple AGUs. To verify the effectiveness of this method, we
use a block matching example. Block matching is widely
used in many image processing applications such as stereo
vision [6], optical-flow extraction [7], etc. According to the
results, the proposed method reduces the data-transfer time
by more than 42% compared to that in [5].

2. Previous Works

Much research have been done already on memory alloca-
tion in previous works such as [6],[8],[9]. A hierarchical
matching approach for stereo matching to reduce the com-
putation amount is proposed in [6]. The parallel access of
multiple memory modules is discussed in [8] and [9]. These
methods are proposed under the assumption that the random
memory access is possible and the allocated data are acces-
sible at any time from any memory address.

In this work, we focus on RP-X heterogeneous multi-
core processor [3] that we developed for digital appliances.
The types of cores in the RP-X processor are the same as
those in the RP-1 processor that we proposed in our previ-
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Fig.3 Memory allocation for horizontal-first schedule.

ous work [1]. The difference between these two processor
architectures is the number of cores. RP-1 has four SH-4A
CPU cores and two FE-GA accelerator cores while RP-X
has 8 SH-4A cores and four FE-GA cores. A detailed de-
scription of RP-1 and RP-X is given in [10] on chapters 4.2
and 4.4 respectively. To reduce the power consumption, the
accelerators in these processors have a small number of re-
configurable PEs. If we use these small number of PEs for
the address generation, we cannot use them for data pro-
cessing and this reduces the processing speed. Therefore, it
is not efficient to use PEs to generate the memory addresses
required for the random memory access. To solve the prob-
lem, the accelerator has special hardware units called AGUs
for the address generation. AGUs contain simple hardware
units such as adders and counters to reduce the accelera-
tor core area. AGUs generate addresses for the simple and
most common memory access patterns in media processing
such as linear and stride access. However, AGUs cannot
generates addresses for more complex and irregular mem-
ory access patterns such as random access. Therefore, the
traditional memory allocation techniques cannot be applied.

For such heterogeneous multi-core processors, addre-
ssing-function-constrained memory allocation is proposed
in [5]. Figure 3 shows an example of this memory alloca-
tion. Figure 3(a) shows the coordinates of the pixel data in
the scan area. The scan area width and the height are 10 and
10 respectively. A block of size 4 x 4 is used for the scan-
ning. Two memory modules are used to allocate pixel data.
Figure 3(b) shows the allocated data on memory modules.
The data duplication is reduced by sharing the data among
horizontal-blocks. As shown in Fig. 3(b), the data in mem-
ory module 1 are shared between the blocks 0 and 1. Sim-
ilarly, the data in module O are shared between the blocks
1 and 2 and so on. However, there is a small data duplica-
tion. For example, pixel (2, 1) is allocated to the memory
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addresses 03 and 22 of memory module 0.

To implement this memory allocation, we have to
transfer data from the global memory (source) to the local
memories (destination). Such data transfers take a large pro-
cessing time and need to be accelerated. DTU is very effi-
cient way of accelerating burst-mode data transfers where a
large segment of data are transferred from one memory loca-
tion to another. Usually, both the throughput and the latency
of the DTU-based data transfer is large compared to the
CPU-based data transfer. Therefore, larger data segments
give more efficient data transfers. However, the memory al-
location in [5] is very complicated and we cannot transfer
a one large segment of data from the source to the destina-
tion. If we use DTU to realize this memory allocation, the
data block size becomes very small. For such small block
sizes, the data transfer cannot be accelerated. Therefore,
CPU-based data-transfer is used in [5].

In this paper, we propose a DTU-based data transfer ac-
celeration method with data re-allocation to obtain the same
memory allocation result in [5]. Figure 4 shows the differ-
ence between the proposed method and the method in [5].
As shown in Fig. 4(a), the method in [5] transfers one data at
a time from the global memory to the local memories using
the CPU. In the proposed method shown in Fig. 4(b), we di-
vide the data transfer into two steps. In the first step, a large
segment of data in the global memory is transferred to the
local memory using the DTU. In the second step, the data
in the local memory are re-allocated to different addresses
in the same local memory to achieve the memory allocation
resultin [5]. Since we transfer the same data twice, global to
local and local to local, it looks like we are wasting process-
ing time. However, as shown in Fig. 5, the data re-allocation
overhead is very small compared to the time reduction due
to DTU-based data-transfer. We achieved such a small data
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Fig.4 Conventional vs. proposed data-transfers.
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re-allocation time by employing parallel local-to-local data
transfers using multiple AGUs.

3. Heterogeneous Multi-Core Processor Architecture

In this paper, we use the heterogeneous multi-core chip (RP-
X) [3] we previously developed for digital appliances. A
micrograph of this chip is shown in Fig. 6(a). A block dia-
gram of the chip is shown in Fig. 6(b). It has four types of
processors: eight SH-4A cores (two SH-4A clusters, each of
which is composed of four SH-4A cores), four FE-GAs [1],
two MX-2s [11], and one video-processing unit 5 (VPUS5)
[12], [13]. In this research, we use four SH-4A cores in one
cluster and four FE-GAs cores. Each SH-4A core is a re-
duced instruction set computer (RISC) processor.

3.1 Data-Transfer Module

The heterogeneous multi-core processor [3] has data-
transfer modules called Data transfer units (DTUs). The
data-transfer latency and throughput of the SH-4A and DTU
are listed in Table 1. The values are based on the data
transfer between the SH-4A local memory and FE-GA local
memory. The latency of the SH-4A is referred to the number
of CPU-clock-cycles between the start-time of reading data
from the SH-4A local memory and the end-time of writing it
to the FE-GA local memory. The latency of the DTU for the
data transfer between SH-4A local memory and FE-GA lo-
cal memories is referred to the number of CPU-clock-cycles
required between the starting of the DTU and the end-time
of writing the first data to the FE-GA local memory. The
throughput of the SH-4A transfer is referred to the number
of byte per CPU-clock-cycle while the data are transferred
in 4 bytes from the SH-4 A local memory to the FE-GA local
memory. The throughput of DTU is referred to the number
of byte per CPU-clock-cycle while the data are transferred in

miri SH-4A cluster #0 SH-4A cluster #1

I
SH-4A
core

H
SH-4A
core

[tv][pTy [t™][poTUl
I I
[ 128 bit System Bus #0 |—{128 bit System Bus #1]
| [T |
DDR3 FE-GA| DDR3
#0 #1

FE-GA: Flexible engine/Generic ALU array
LM: Local memory
DTU: Data-transfer unit

(a) Chip micrograph (b) Block diagram

Fig.6  Heterogeneous multi-core chip proposed in [3].

Table 1  Data transfer latency and throughput.
Processor core Latency Throughput
(CPU clock) | (B/CPU clock)
SH-4A 38 0.50
DTU 50 0.67

(CPU frequency: 648 MHz; system bus frequency: 324 MHz)
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Fig.8 Data flow between DDR3 and FE-GA.

16 bytes from the SH-4A local memory to the FE-GA local
memory. According to the results in Table 1, data transfer
using DTUs is faster than the data transfer using CPU.

The DTU can be programmed by placing transfer com-
mands on the SH-4A local memory. Four types of com-
mands are used: continuous transfer, stride transfer, gather
transfer, and scatter transfer. Each command is shown
schematically in Fig.7. The data flow between DDR3-
SDRAM and FE-GA using DTU is also shown in Fig. 8.
The DTU reads commands from the SH-4A local memory,
and it reads from the DDR3-SDRAM through a system bus
to the DTU local memory and writes to the FE-GA local
memory through the system bus. The commands can also
be placed as a linked list in the SH-4A local memory which
is called the URAM. Then the DTU reads commands from
the URAM and executes one-by-one as shown in Fig. 8.

3.2 Flexible Engine/Generic ALU Array

The FE-GA [1] is a non-uniformed processing element ar-
ray and a dynamically reconfigurable processor. A block
diagram of the FE-GA is shown in Fig.9. It consists of
thirty-two 16-bit processing element cells, ten load store
cells (LSs), ten 4 KB local memory cells (CRAMs), a con-
figuration manager (CFGM), a sequence manager (SEQM),
and a crossbar network (XB), which contains two kinds of
PEs. One kind consists of an arithmetic logic unit (ALU),
a shifter, and registers. There are twenty-four of these el-
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Fig.9 Block diagram of FE-GA.

ements. The other kind consists of multiply accumulation
units (MLTs) and registers, and there are eight of these el-
ements. The PEs are arrayed two-dimensionally and con-
nected to neighboring cells. The CFGM is programmable
and can change the type and connection of PEs and the XB
connection during certain clock cycles. The FE-GA con-
tains 256 sequences which are dynamically reconfigurable.
Therefore, in each sequence, we can change the operations
in ALU, MLT, LS cells and their connections. We also can
change the connections in the crossbar network. The SEQM
performs autonomous sequence control, creating a highly
independent subsystem. The FE-GA is suitable for middle-
grained operations with middle parallelism. In particular, it
accelerates image processing including many multiple accu-
mulation operations such as finite impulse response (FIR).

3.3 Address Generation in FE-GA

The FE-GA has AGUs placed inside the LS (load/store)
cells as shown in Fig. 9 for address generation. The address
generation using AGUs is very useful since it significantly
decreases the address calculation time. It also allows ALU
and MLT cells to concentrate only on data processing. To
reduce the area of the accelerator core, AGUs contain only
simple hardware such as adders and counters. Therefore, the
number addressing patterns generated in AGUs are limited
to most common addressing patterns. The relationship be-
tween the time and the control step (clock cycle) is called an
“addressing function”. In FE-GA, the addressing functions
are limited to linear functions as shown in Eq. (1).

Address =mXxt+c €))

The parameters m,t and c¢ are the address increment, the
control step and the base address respectively. There is an-
other parameter called number of iterations that determines
how many clock cycles this addressing function works. Af-
ter the addressing function works by the number of iter-
ations, address returns to the base address as shown in
Fig. 10. In each context of the FE-GA, we need to set these
3 parameters m, ¢ and the number of iterations. Therefore,
it is possible to change those parameters dynamically to ac-
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cess different parts of the memory.

4. Block-Matching Computation on Heterogeneous
Multi-core Processor

4.1 Block Matching

In this paper, we consider the data transfer in the optical-
flow extraction application based on block matching. In the
block matching, corresponding pixels between two images
taken at time  and ¢ + ¢t are searched. To find the corre-
sponding pixel, a reference block for a particular pixel in
the image at time ¢ and a search area in the image at time
t + ot are considered as shown in Fig. 11. Different candi-
date blocks are selected from the search area and the SAD
(sum of absolute differences) value with the reference block
is calculated. The SAD is calculated using Eq. (2) where N,
M, f(x,y) and g(x,y) are the width of a block, the height
of a block, a pixel in the image at time ¢ (reference image)
and a pixel in the image at time ¢ + ¢ (candidate image)
respectively.

N-1M-1

Swaa = ), D1 x5y =g (xp) @)
0

=0 y=

=

The similar the reference block to the candidate block is, the
smaller the SAD becomes. Therefore, the candidate block
with the minimum SAD value is selected as the correspond-
ing block to the reference block. The specifications of the
block matching are given in Table 2.

4.2 Implementation

The block matching algorithm used in [5] is implemented
in this paper using the proposed data transfer method. As
shown in Fig. 12(a), the candidate block is moved one pixel
from left-to-right and up-to-down in the search area. The
pixels inside a block are accessed in columns from left-to-
right as shown in Fig. 12(b). The pixels in a column are
stored in multiple memory modules and accessed in par-
allel. This scheduling is called block-serial-pixel-parallel
scheduling. This scheduling is suitable for the FE-GA since
the partial SAD calculation for the pixels in a column can be
easily mapped onto the mesh-connected cells as described in
Sect.4.2.3. A detailed description on the access order of the
pixels is given in [5].

The block matching contains two major tasks; SAD
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Fig.11  Optical-flow extraction based on block matching.

Table2  Specification of the block matching.
Image size 640 x 480
Search area size 24 x 24
Block size 16 X 16

_>x

g

et Block /
L Block
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Search area Search area

(a) Movement of the blocks (b) Access sequence for the
pixels in a block

Fig.12  Access order of pixels.
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Fig.13  Flow-chart of block matching on a SH-4A/FE-GA pair.

calculation and searching for the minimum SAD. The SAD
calculation takes more than 99% of the total processing time
[5]. Therefore, we use the FE-GA for the SAD calculation.
The SH-4A is used for the minimum SAD search since it
contains a large amount of control processing. A pair com-
posed of an SH-4A and an FE-GA executes the SAD calcu-
lation and the search for minimum SAD respectively. Four
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such pairs are used for the block matching where each pro-
cesses 25% of the blocks in the image. A flow chart of
the block matching by the SH-4A/FE-GA pair is shown in
Fig. 13. In sequence (a), the SH-4A continuously transfers
the candidate blocks and reference blocks to the FE-GA lo-
cal memory. In sequence (b), the FE-GA aligns the candi-
date block and the reference block in its own local mem-
ory. In sequence (c), the FE-GA calculates SAD 81 times
by picking different candidate blocks on the search area. In
sequence (d), the SH-4 A reads these SADs from the FE-GA
local memory and searches for the minimum SAD. The fol-
lowing section describes the flow from sequences (a) to (d).
4.2.1 Data-Transfer to FE-GA

The data transfer from DDR3-SDRAM to the CRAMs in
FE-GA is done by the DTU to decrease the processing time.
Figure 14 shows the data stored in the DDR3-SDRAM. Note

that the data are represented by the coordinates of the pixels
as shown in Fig. 15. The data are stored in DDR3-SDRAM
from line-by-line as in the raster scan. The data of the
candidate image is stored from the addresses 0 to 307199.
Then the data of the reference image are stored in addresses
307200 to 614399.

Figure 16 shows the data transferred from the DDR3-
SDRAM to 8 CRAMs in the FE-GA for one search area
and one reference block. Since the CRAMs are too small
to hold all the data in two images, a reference block and
its corresponding search area are transferred one at a time.
After the SAD computation is finished, another reference
block and a search area are transferred. Since the search
area size is 24 x 24, the first search area contains the data
(0,0) ~ (0,23), (1,0) ~ (1,23), ..., (23,0) ~ (23,23) as shown
in Fig. 15. The data: (0,0) ~ (0,23), (1,0) ~ (1,23), ..., (7,0)
~ (7,23) are stored from CRAM 0 to CRAM 7 respectively.
Then the data: (8,0) ~ (8,23), ..., (15,0) ~ (15,23) are stored
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from CRAMO to CRAM 7 respectively. Similarly the rest
of the data are stored as shown in Fig. 16. Since the word
length of the DDR3-SDRAM and the CRAMs are 8 bits and
16 bits respectively, two pixels are stored in each CRAM
address. The CRAM address from 0O to 35 contain the search
area data of the candidate image. The addresses from 36 to
51 contain the reference block data of the reference image.

To transfer data from the DDR3-SDRAM to CRAMs,
we use the stride transfer mode of the DTU explained in
Fig. 7(b) where the source is the DDR3-SDRAM and the
destinations are the CRAMs. Although there are several
CRAMs, their addresses are mapped to a global address
space so that we can see them as a single memory. The
data are transferred by using a command-list of five stride
transfer commands shown in Fig. 17 where each of which
has different source and destination addresses. For example,
the data transfer using command 1 is shown in Fig. 18. In
this command, the source address is O since the pixel coor-
dinate (0,0) is stored in address 0 of DDR3-SDRAM. The
destination address is 0 since the pixel (0,0) is stored in the
first address of CRAM 0. The stride width is 24. The gap
between two strides is 616 and 2036 for source and destina-
tion respectively.

4.2.2 Re-Allocation of Data Using FE-GA

In the proposed method, we re-align the data in the CRAMs
to obtain the memory allocation result in [5]. As explained
in Sec.4.2.1, two 8 bit pixels are stored in one CRAM ad-
dress. First, we separate the pixels and then transfer those to
different CRAM addresses. This process is called the “data
re-allocation”. The data re-allocation is divided into 3 sim-
ple phases and each phase is done in 2 sequences.

In this paragraph, we explain how the data re-allocation
is done using FE-GA. Figure 19 shows the PE array of the
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upper 8 bit of data in CRAM addresses (the first pixel) are
extracted and converted to a 16 bit data by adding zeros as
shown in Fig. 19(a). After the bit conversion, the data are
transferred to another address in the same CRAM. Similarly,
the lower 8 bit of data (the second pixel) are extracted and
transferred in the second sequence as shown in Fig. 19(b).
Eight such data transfers are done in parallel and their ad-
dresses are generated in AGUs.

This paragraph explains the different data transfer in
phases 1 to 3. Figure 20 shows the data transfer of the phase
1. The addresses O to 51 are the source addresses (same as
Fig. 16) and the addresses from @ to @ + 111 are the des-
tination addresses. (Note that the data shown in gray back-
ground are the reference block data). The value « is an offset
that separates the read and write address spaces. In the first
sequence, the data in source addresses: 0 to 23 are read.

Through data Through upper 8bit data

[craMOle [ THR J¢{ THR J¢{ EXT J¢{ THRO [*—|cRAMO|

Sign Extension

[cram1]e | THR J«| THR |« EXT }¢{ THRO [*{crRAM1]
[cram2], | THR | THR |¢| EXT |¢{ THRO [*—{crAMZ]
[crams| [ THR J¢{ THR ]J¢{ EXT ]¢{ THRO [*cRrRAMS]
[cRam4]e | THR Je| THR |¢ EXT J¢{ THRO [*{crAM4]
[crams]e | THR || THR |+ EXT || THRO [* {CRAMS]
[crRaM6le | THR J¢{ THR J¢{ EXT ]¢{ THRO [*—cRAMS]
[cram7] | THR J¢| THR |¢ EXT |¢{ THRO [+ cRrRAM?]

(a) Data re-allocation in CRAM using FE-GA: sequencel

Through data Sign Extension Through lower 8bit data

FE-GA that do the re-allocation. In the first sequence, the [cRAMoje [ THR Jef THR J¢| EXT Jof THR1 CRAWDO
[cramt]e | THR || THR J¢{ EXT |¢{ THR1 [*{CRAM1]
Stride transfer command 1 Stride transfer command 2 |CRAM2 L—l THR H THR H EXT H THR1 CRAMZ'
transfer candidate image data » transfer candidate image data| &—
(0,0)~(0,23), ... ,(7,0)~(7,23) (8,0)~(8,23), ... (15.0)~(15,23) [cramz]e | THR || THR || EXT |¢] THR1 [*{CRAMS]
CRAM4 THR THR EXT THR1 [* | CRAM4
Stride transfer command 3 Stride transfer command 4 | Lil H H H |
—>! transfer candidate image data | $—> transfer reference image data| ®— |<—|
(16,0)~(16,23), ... ,(23,0)~(23,23) (12,4)~(12,19), ... ,(19,4)~(19,19 |CRAM5I‘*| iR H ULkl H 240 H iRl CRAM5|
[cramgle | THR || THR J¢{ ExT |¢{ THR1 [*{CRAMS]
Stride transfer command 5
—>! transfer reference image data | $—— NULL |CRAM7L7| THR |<—| THR H EXT |<—| THR1 |‘ CRAM7|
4A-419), .. ,(11.4-(11.19) (b) Data re-allocation in CRAM using FE-GA: sequence2
Fig.17 DTU command lists for data transfer in sequence (a). Fig.19  Data re-allocation in CRAM using FE-GA.
DDR3-SDRAM
[ Address [ 0 [ 1 [ .. [ 222324 . [638]639[640]641 ] .. |662]663] .. [1278[1279][1280[1281] .. [1302[1303] .. |
Data [oolo1 | . [o22]023]024] .. [0.638[0639] 1.0 [ 1.1 | .. [1.22[1.23] . |1638[1.639] 20 [ 21 | .. [222[223] .. |
Stride_width
[CRAMAddress | 0 [ .. [ 11 | . 2048 | .. | 2059 | . | 4096 | . | 4107 | . | 6144 [ . |
Data [ooTot| .. Jo22J023]| .. |10 11 .. [122]123] .. 2021 | . [222]223] . [30]31] . |
L JL I ]
CRAM 0 CRAM 1 CRAM 2 I

Fig. 18

Stride data transfer of DTU command 1 in Fig. 17.
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Address 0 1 2 51 a+0 a+1 a+2 a+3 a+4 a+44 | a+45 | a+46 | a+47 | a+48 | a+49 | a+50 a+94
CRAMO_ |00 0.1]02 03[ 04 05 418 4,19 0,0 0,2 0,22 8,0
CRAM1_[10 1.1]12 13[ 1.4 15 5,18 519 1, 1, 1,2 9,0
CRAM?2 |20 2122 23] 24 25 6,18 6,19 2 2, 2,2 10,0
CRAM3 |30 31]32 33[34 35 7,18 7.19 3, 3, 3, 11,0
CRAM4 | 4,0 4142 43[ 4.4 45 8,18 8,19 4, 4, 4, 12,
CRAM5 |50 51|52 53] 54 55 9,18 9,19 5, 5, 5 13
CRAM6 |60 61|62 6364 65 10,18 10,19 6, 6, 6, 14,
CRAM7 |70 71|72 73|74 75 11,18 11,19 7,0 7.2 7,22 15,0
— —
Source data Destination data
(a) Sequence 1
Address 0 1 2 51 a+0 a+1 7+2 a+3 a+4 a+44 | a+45 | a+46 | a+47 | a+48 | a+49 | a+50 a+94
CRAMO 0,0 0,1]02 03[ 04 05 418 4,19 0,0 0,1 02 022 0,23 8.0 8,1 8,23
CRAM1_[10 11[12 13[ 1,4 15 5,18 519 1,0 1.1 1.2 1,22 1,23 9,0 9,1 9,23
CRAM?2 |20 2122 23] 24 25 6,18 6,19 2,0 2,1 2.2 2,22 2,2 10,0 10,1 10,23
CRAM3 |30 31]32 33[34 35 7,18 7,19 3,0 3,1 32 3,22 3,23 11,0 11,1 11,23
CRAM4 |40 41]42 43[44 45 8,18 8,19 4,0 4,1 42 4,22 4,2 12,0 12,1 12,2
CRAM5 |50 5152 53] 54 55 9,18 9,19 5,0 5,1 52 522 5,23 13,0 13,1 13,23
CRAM6 |60 6.1]62 6364 65 10,18 10,19 6,0 6,1 6.2 6,22 6,23 14,0 14,1 14,23
CRAM7 7,0 7172 73|74 75 11,18 11,19 7.0 7,1 72 7.22 7,23 15,0 15,1 15,23
~— g
Source data Destination data
(b) Sequence 2
Fig.20  Data re-allocation in phase 1.
Address | a+0 | o+1 | a+2 | a+3 0+46 | a+47 | a+48 | 0+49 [ a+50 | a+51 0+94 [ a+95| a+96 | 0+97 | a+98 | a+99 a+110la+111
CRAMO | 0,0 | 80 0,1 8,1 023 ]823| 80 |16,0| 81 | 16,7 8,23 116,23 12,4 12,5 12,19
CRAM1f 10|90 | 11| 91 1,23 19,23 90 | 17,0 ] 91 | 17,1 9,23 17,23 13,4 13,5 13,19
CRAM2 | 20 |100] 21 [ 101 2,23 |10,23| 10,0 | 18,0 [ 10,1 | 18,1 10,23118,23 14,4 14,5 14,19
CRAM 3| 30 | 11,0 31 | 11,1 3,23 111,23| 11,0 | 19,0 | 11,1 | 19,1 11,23]19,23 15,4 15,5 15,19
CRAM4 | 40 | 120] 41 | 12,1 4,23 112,23] 12,0 | 20,0 | 12,1 | 20,1 12,23120,23 16,4 16,5 16,19
CRAMS5 [ 50 [130] 51 [131 523 [13,23] 130 [ 21,0 | 13,1 | 21,1 13,23 21,23 17,4 17,5 17,19
CRAMG6 | 6,0 | 140 ] 6,1 | 14,1 6,23 |14,23]| 14,0 | 22,0 | 14,1 | 22,1 14,23122,23 18,4 18,5 18,19
CRAM7 | 70 |150]| 71 | 151 7,23 |15,23| 15,0 | 23,0 | 15,1 | 23,1 15,23123,23 19,4 19,5 19,19
Search area data Reference window data
Fig.21  Data re-allocation in phase 2.
Address | a+0 | a+1 | a+2 | a+3 0a+46 | a+47 | a+48 [ a+49 | a+50 | a+51 0+94 | a+95 | a+96 [ 0+97 | a+98 | a+99 a+110/a+111
CRAMO | 0,0 8,0 0,1 8,1 0,23 | 8,23 | 8,0 16,0 | 8,1 16,1 8,23 116,23| 4,4 | 124 | 4,5 | 12,5 4,19 | 12,19
CRAM 1 1,0 9,0 1,1 9,1 1,23 1 9,23 | 9,0 17,0 | 9,1 17,1 9,23 117,23| 54 | 134 | 55 | 13,5 5,19 | 13,19
CRAM 2| 20 10,0 | 2,1 10,1 2,23 110,23] 10,0 | 18,0 | 10,1 | 18,1 10,23 ] 18,23| 6,4 14,4 | 6,5 14,5 6,19 | 14,19
CRAM 3] 30 | 110 3,1 11,1 3,23 | 11,23| 11,0 | 19,0 | 11,1 | 19,1 11,23]119,23| 7,4 | 154 | 7,5 | 155 7,19 | 15,19
CRAM4 | 40 12,0 | 4.1 12,1 4,23 112,23| 12,0 | 20,0 | 12,1 | 20,1 12,23]20,23| 8,4 16,4 | 8,5 16,5 8,19 | 16,19
CRAMS5 ] 50 | 130 5,1 13,1 5,23 |1 13,23] 13,0 | 21,0 ] 13,1 ] 21,1 13,23]121,23] 9,4 | 174 | 9,5 | 17,5 9,19 | 17,19
CRAMG6 | 6,0 14,0 6,1 14,1 6,23 |114,23] 14,0 | 22,0 | 141 | 221 14,23]22,23]| 10,4 | 184 | 10,5 | 18,5 10,19] 18,19
CRAM7 ] 7,0 15,0 7,1 15,1 7,23 115,23] 15,0 | 23,0 | 15,1 | 23,1 15,23123,23| 11,4 | 194 | 11,5 | 19,5 11,19] 19,19
Search area data Reference window data
Fig.22  Data re-allocation in phase 3.
Then the upper 8 bits of each data are written to the destina- Read address phasel _sequence2 =t ®)]
tion addresses: @ + 0 to a + 92 as shown in Fig. 20(a). In this Write address phasel _sequencez = 41 + (@ +2) (©6)

re-allocation, the data are read from the CRAMSs and written
to the CRAMs using the simple addressing functions given
by Eqgs. (3) and (4) respectively. These addressing functions
are implemented in AGUs.

3)
“)

Read addressphasel_sequencel =t

Write addressphasel,sequencel =dt+a

In the second sequence, the source addresses: 0 to 23 are
read again and the lower 8 bits of the data are written to the
destination addresses: @ +2 to &+ 94 as shown in Fig. 20(b).
The data are read from and written to the CRAMs using the
addressing functions given by Egs. (5) and (6) respectively.
These addressing functions are implemented in AGUs.

Similarly, in the phase 2, the data in addresses: 12 to 43
(same as Fig. 16) are written to the addresses: a+1toa+111
as shown in Fig. 21. For simplicity, the source addresses are
not shown in Fig. 21. The data shown in bold-italic are the
data that were copied during the phase 2. In the phase 3,
the data in addresses: 44 to 51 (same as Fig. 16) are written
to the addresses: @ + 96 to @ + 110 as shown in Fig. 22.
The data shown in bold-italic are the data that were copied
during phase 3.

4.2.3 SAD Calculation Using FE-GA

The FE-GA calculates the SADs between a reference block
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Absolute-difference

calculati?n

L L] | T J—T[cramd]

| | | aDD | | J+— cram1]

[ I[Ao & J[  jr]craw]

v |

[ Jleoo ][ [ E{orams]

[ apD [¢] ADD | | | J&—{cram4]
v

Acc | | Apbp CRAMS5

o] [Aop W [ J—fors

ADDC | [ ADD [41 | | Je—{crams]

I | [ R—{crawr]

Fig.23  SAD calculation using FE-GA.

and a candidate block. Figure 23 shows the mapping of SAD
calculation to the FE-GA. Each CRAM contains the data
of a reference and a candidate blocks. The absolute differ-
ences between pixels in the reference and candidate blocks
are calculated using 8 pairs of ALUs. Absolute differences
are added together using 7 adders. This value is accumu-
lated for all the pixels in a candidate and a reference blocks.
Then the SAD value is written to the CRAM 8. According
to the specifications in Table 2, each reference blocks has 81
candidate blocks in the search area. Therefore, we calculate
81 SAD values per a reference block.

4.2.4 Search for Minimum SAD

The 81 SAD values are transferred to the local memory of
the SH-4A using the DTU. The searching for the minimum
SAD contain many control processing operations and it is
not easy to implement it in the FE-GA. Therefore, we use
the SH-4A for the minimum SAD search.

5. Evaluation

We evaluated the proposed method for block matching us-
ing the heterogeneous multi-core processor proposed in [3].
Figure 24 shows the processing time comparison between
the proposed method and the method in [5] for one SH-4A
and one FE-GA implementation. Note that, Fig. 24 shows
the processing time of one corresponding pixel search. The
data-transfer time is the time required to transfer the data
from the DDR3-SDRAM to the CRAMs. The data-align
time is the time required to re-align the data in the CRAM:s.
Note that the data-align time is necessary for the proposed
method. The total clock cycles required for the block match-
ing is only 31205 while 43958 are required in [5]. There-
fore, the total processing time is reduced by 29%. The data-
transfer time in method [5] is 29726 clock cycles. The sum
of the data-transfer time and data-align time in the proposed
method is only 16973 cycles. Therefore, the data-transfer
time is reduced by more than 42% compared to that of [5].
The main reason for this is the acceleration of the data trans-
fer using the DTU. The data-align overhead is very small
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Proposed| 16262 10150 4082

0 10000 20000 30000 40000 500(;0
Execution time [CPU cycles]

|:| Data transfer . SAD calculation

Refe[rsz?nce 29726 10150 4082

D Data alignment . Search for minimum SAD

Fig.24  Performance of the block-matching process.
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Fig.25  Performance of heterogeneous vs. homogeneous processing.

compared to the data-transfer time due to the following rea-
sons. The first is the fast address generation using the AGUs.
The second is parallel access to 8 CRAMs.

1 SH-4A a single SH-4A core performs SAD
calculation and minimum SAD search.

8 SH-4A 8 SH-4A cores perform SAD calculation
and minimum SAD search in parallel

1 SH-4A one SH-4A core and one FE-GA core are

+ 1 FE-GA  used for minimum SAD search and SAD
calculation respectively.

4 SH-4A four pairs of a SH-4A core and an

+ 4 FE-GA  FE-GA core are used for parallel

processing as explained in Sect. 4.2.

Figure 25 shows the processing time comparison of block
matching for a VGA image using heterogeneous and homo-
geneous processing with and without the proposed method.
As shown in Fig. 25, single SH-4A core implementation has
the largest processing time. The processing time is reduced
by 7.3 times using homogeneous multi-core processing with
“8 SH-4A” cores. Performance similar to “8 SH-4A” imple-
mentation has been achieved in [5] using only two cores, one
SH-4A and one FE-GA. Using the proposed method and us-
ing the same number of cores (one SH-4A and one FE-GA),
we further reduced the processing time by 29%. In fig.25,
we also compare 8 core homogeneous multi-core implemen-
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tation with 8 core heterogeneous multi-core implementation
(4 SF-4A and 4 FE-GA) using the proposed method. The
processing time is reduced by 5.9 times in heterogeneous
processing with the proposed method compared to homoge-
neous processing. This shows that, the heterogeneous pro-
cessing with the proposed method gives significantly better
performance compared to homogeneous processing.

Moreover, the processing time of “4 SH-4A+4 FE-GA”
is one fourth of that of “1 SH-4A + 1 FE-GA”. In other
words, the processing time decreases linearly with the num-
ber of cores. When we use all 4 FE-GA accelerators in par-
allel in “4 SH-4A+4 FE-GA” implementation, we can pro-
cess a VGA image at 15 ms. Such results shows that the het-
erogeneous processing with proposed method can be used in
real-time image processing under the video frame-rate.

One reason for the processing time reduction in hetero-
geneous processing compared to homogeneous processing
is the parallel processing in FE-GA. As shown in Fig. 23,
eight absolute different calculations and 8 additions are done
in parallel. Another reason is the AGU-based address gen-
eration in FE-GA. In FE-GA implementation, the address
generation is done in parallel to the data processing in the
ALU and MLT cells. However, in SH-4A implementation,
addresses generation and data processing are done in serial
using the same hardware. Due to these reasons the SAD cal-
culation time that took 99% of the total processing time in
[5] is reduced to 33% using the proposed method. The rea-
son for the processing time reduction of 29% in the proposed
method compared to the method in [5] is the proposed DTU-
based data-transfer. Since the data-transfers among multiple
cores is a major problem in heterogeneous processing, such
a processing time reduction is a big achievement.

6. Conclusion

This paper presents a method to accelerate the data transfers
exploiting data-transfer-units together with complex mem-
ory allocation. A flow of the method is that the data are
initially transferred to the local memories using the data-
transfer-module. Then, the data are aligned to the local
memories so as to obtain the complex memory allocation
reducing the data duplication. To verify the effectiveness
of this method, we used block matching which is widely
used in many image processing applications. It involves
with a large amount of data and also requires complex mem-
ory access patterns. According to the results, the proposed
method reduces the data-transfer time by more than 42%
compared to that in conventional method. The main rea-
son for this is the acceleration of the data transfer using
the data-transfer-units. The another reason is that the data
re-allocation overhead is very small since the address gen-
eration is done in AGUs and the data are aligned in paral-
lel using multiple AGUs. Moreover, the processing time of
the proposed method decreases linearly with the number of
cores.
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