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Optimization of Focal Position of Ultrasonic Beam
in Measurement of Small Change in Arterial Wall Thickness
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We have previously developed a method for measurement of a small change in thickness of the arterial wall during a single
cardiac cycle [H. Kanai, M. Sato, Y. Koiwa and N. Chubachi: IEEE Trans. UFFC43 (1996) 791]. The resultant change in
thickness is shown to be useful for thein vivo assessment of the regional elasticity of the arterial wall. Although the accuracy
of the measurement of the change in thickness is found to be within 1µm, it is affected by the interference of ultrasonic pulses.
In this study, we simulate the propagation of ultrasonic pulses transmitted and received by a linear probe. In the simulation
experiments, the ultrasonic pulses generated by a computer are reflected by a tube, which has a small change in wall thickness
of 10µm. The optimum focal position of the ultrasonic beam is determined by evaluating the root-mean-square (rms) error in
the measured change in thickness.

KEYWORDS: atherosclerosis, change in thickness of arterial wall, computer simulation, interference, focus

1. Introduction

The increase in the number of individuals suffering from
myocardial or cerebral infarction, both of which are mainly
caused by atherosclerosis, has become a serious clinical prob-
lem. It is therefore important to diagnose atherosclerosis at
an early stage. However, to date, there is no method available
for the detection of minute changes in the elasticity of arterial
walls due to early-stage atherosclerosis.

We have developed a method for evaluating the elasticity
in each local region within about 400µm from the arterial
wall1,2) to diagnose its vulnerability to atherosclerotic plaque.
The small change in thickness of the arterial wall due to the
heartbeat is accurately measured in each local region around
the focal area of the ultrasonic beam. From the resultant
change in thickness, the local strain and the elasticity of the
arterial wall are noninvasively evaluated. By scanning the ul-
trasonic beam, the spatial distribution of the elasticity is also
obtained.

In this measurement, however, the accuracy is affected by
the interference of ultrasonic pulses. Figure 1 shows the mea-
sured waveform reflected from a rubber plate in a water tank.
The employed transmitted ultrasonic pulse is 7.5 MHz and
1.0µs long. In Fig. 1, the thicknesses of the rubber plates
are 0.40 mm and 0.65 mm. The anterior surface and poste-
rior surface can be separated only as shown in Fig. 1(b). In
Fig. 1(a), the two surfaces cannot be separated due to the in-
terference of reflective waves. If the optimum focal position is
employed, the effects of the interference will be reduced. Cur-
rently, in commercial ultrasonic diagnostic equipment, multi-
ple focal locations are employed for multiple transmissions,
but the pulse repetition frequency (PRF) is reduced. Our re-
search objective is to determine the spatial distribution of the
elasticy for a wider region and in more detail. For this pur-
pose, the PRF cannot be reduced. In this study, therefore, we
simulate anin vivo measurement of the small change in thick-
ness in the arterial wall during a single cardiac cycle. From
the simulation experiments, the focal position which is opti-
mized to reduce the effects of the interference of ultrasonic
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Fig. 1. The measured waveform reflected from a rubber plate in a water
tank. (a) The thickness of the rubber plate is 0.40 mm. (b) The thickness
of the rubber plate is 0.65 mm.

pulses is chosen.

2. Principle of Computer Simulation for Measurement
of Small Change in Thickness

In the simulation, an arbitrarily shaped reflector in thex–
z plane of Fig. 2, which corresponds to a tube, is divided
into small scatterers. An electrical scanning linear probe with
(2N +1) elements in Fig. 2(a) is employed. The distance from
thenth element (−N ≤ i ≤ N ) to the focal point at a depth of

z = d f is given by
√

d2
f + (n · �h)2, where�h denotes the

element pitch. Thus, in order to focus the ultrasonic pulses
transmitted from(2N + 1) elements on the focal point, the
following delay timetn is added to the delay line connected
to thenth element:

tn =
√

d f
2 + (N · �h)2

c0
−
√

d f
2 + (n · �h)2

c0
, (1)

wherec0 is the sound speed. The incidence angle,θni , from
thenth element of the probe to thei th small scatterer on the
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surface of the reflector is determined by the regional shape
of the reflector and the geometrical relationship between the
nth element and the reflector shown in Fig. 2(b). The ultra-
sonic pulse is reflected with the same angleθni , as shown in
Fig. 2(b). The receiving angleϕim from the i th small scat-

terer to themth element in Fig. 2(c) is determined in the same
manner. Thus, the RF ultrasonic waveym(t) received at the
mth element is given by the summation of the reflective waves
at all scatterers{i} for the transmitted signal with an angular
frequencyω0 = 2π f0 radiated from all elements as follows:

ym(t) =
∑

−N≤n≤N

W (t − tn) · sinωo(t − tn) ∗
(∑

i

δ(t − t ′
ni ) cosθni ∗ δ(t − t ′′

im) · cosθim

)
, (2)

wheret ′
ni and t ′′

im denote the traveling time from thenth el-
ement to thei th small scatterer and that from thei th small
scatterer to themth element, respectively,W (t) is the Han-
ning window which is four times the wavelengthλ, δ(t) is
the Dirac delta function, and∗ denotes the convolution oper-
ation. The terms cosθni and cosθim denote the widths of the
i th small scatterer and themth element, respectively, observed
from the propagating ultrasonic beam. The output signaly(t)
of the probe, with the delayed summation of{ym(t)}, is given
by

y(t) =
∑

−N≤m≤N

ym(t) ∗ δ(t − tm). (3)

The instantaneous position of the object is changed according
to the assumed change in thickness. By applying the phase
tracking method3) to the quadrature-demodulated signal of
y(t), the change in thickness�d(t) of the object is estimated.

In this simulation experiment, the number of elements,
2N + 1, is 17 with the element pitch of�h = 150µm. The
spacing of small scatterers on the reflector is 10µm between
points. The reflector is a tube with an inner radius of 3.4 mm
and an outer radius of 4 mm. Its cross-sectional view on the
x–z plane is shown in Fig. 3.

The maximum value�dmax of the change in arterial wall
thickness during a single cardiac cycle with the period 1/frot

is assumed to be 10µm. Under this condition, the velocity
of the inner surface,vi (t), of the tube and the velocity of the
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Fig. 2. The electric scanned linear probe is employed by the computer sim-
ulation. (a) The simulation system, (b) the reflection on thei th scatterer,
and (c) the reception on themth element.

outer surface,vo(t), are given by

vi (t) = (α + 1)π�dmax frot sin(2π frott) (4)

vo(t) = απ�dmax frot sin(2π frott), (5)

whereα determines the ratio ofvi (t) to vo(t).
In the following experiments,α = 0.5, frot is 1.5 Hz, f0 =

7.5 MHz, c0 = 1, 480 m/s, and PRF= 1 kHz. The change
in thickness,�d(t), is obtained from the integration of the
difference between the estimates ofv̂i (t) andv̂o(t) as follows:

�d(t) =
∫ t

0
(vi (t) − vo(t))dt. (6)

3. Results of Simulation Experiment on the Measure-
ment of a Tube

Figure 4 shows a B-mode image reconstructed from the
simulated RF signaly(t) for each positionk of the employed
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Fig. 3. The shape of a tube employed in the computer simulation.
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Fig. 4. The B-mode image reconstructed from the simulated RF signals
y(t) in the simulation experiment.
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elements in Fig. 2(a). The distance between the adjacent po-
sitions is 0.5 mm. The received signaly(t) reflected at both
sides (a anda′ in Fig. 4) of the tube is small in amplitude be-
cause the values of cosθni in eq. (2) are small at these points.
These phenomena are also shown in the actual B-mode im-
age in Fig. 5 in detected by commercial ultrasonic diagnostic
equipment (Toshiba SSH-140A,f0 = 7.5 MHz).

Figure 6 shows the actual values and their estimated results
in the simulation experiments, where the distanced f of the
focal point from the probe is assumed to be 15 mm. The esti-
mates of the change in thickness,�d̂(t), of the anterior wall
in Fig. 6(e) and the posterior wall in Fig. 6(f) are similar to
the assumed waveforms.
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Fig. 5. The actual B-mode image of a silicone rubber tube detected by the
ultrasonic diagnostic equipment. The actual cross-sectional shape is shown
by broken lines. The silicone tube is almost the same size as that employed
in the simulation experiment.
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Fig. 6. The result of the measurement with a tube by computer simulation.
(a) M-mode image, (b) timing pulse train showing one cardiac cycle, (c)
velocity estimates,̂vi (t) (dashed line) and̂vo(t) (solid line), of the anterior
wall, (d) velocity estimates,̂vi (t) (dashed line) and̂vo(t) (solid line), of
the posterior wall, (e) the actual value�d(t) of the change in thickness of
the anterior wall, and its estimate�d̂(t), (f) the actual value�d(t) of the
change in thickness of the posterior wall, and its estimate�d̂(t).

4. Optimum Focal Position Determined by Simulation
Experiments

For the comparison between the change in thickness,
�ĥ(t), estimated from the RF signaly(t) generated in the
simulation experiment described above and the actual change
in thickness,�h(t), which is assumed in the simulation ex-
periment, the following rms error,erms, is defined during one
cardiac cycle T:

erms =
√

1

T

∫ T

0
{�h(t) − �ĥ(t)}2dt . (7)

For various values of the focal positiond f , the rms errorerms

is obtained for each of the anterior and posterior walls, as
shown in Fig. 7, where the distance from the probe to the outer
surface of the anterior wall is fixed at 11 mm. It is found that
for both walls the optimum focal positiond f is about 12 mm
from the probe, which corresponds to the position between
the anterior wall and the center depth of the tube.

Moreover, the characteristics of the rms error for the ante-
rior wall differ from those of the posterior wall. The reason
for these differences is considered to be as follows. There are
three main types of walls, as shown in Fig. 8, that is, convex
(anterior), concave (posterior), and flat walls. For various val-
ues of the focal positiond f , the rms errorerms is obtained for
the three kinds of walls shown in Fig. 9.

In the measurement of the anterior wall, high accuracy is
obtained by setting the focal positiond f just on the reflector
surface. In the measurement of the posterior wall, on the other
hand, higher accuracy is obtained by setting the focal position
d f nearer than the depth of the reflector surface, which is sim-
ilar to the phenomenon where the focal point is situated at the
front of the wall if the wall has parabolic curvature.

Thus, the optimum focal positiond f in the posterior wall
is set to be slightly nearer than the reflector surface. The dis-
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Fig. 7. The rms error in the estimation of the change in thickness of the
tube with the center depth of 15 mm, the outer radius of 4.0 mm, and the
inner radius of 3.4 mm.
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Fig. 9. The rms error of the three types of reflectors with a depth of 15 mm.

tance from the reflector position to the optimum focal point
depends on the curvature of the tube.

5. Conclusions

From the simulation experiments, we have evaluated the
accuracy of the measurement of the small change in arterial

wall thickness for various focal positions. Based on the re-
sults, we have determined the optimum focal position for each
measurement.
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