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Appropriate Window Function and Window
Length in Multifrequency Velocity Estimator

for Rapid Motion and Locality
of Layered Myocardium
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and Hiroshi Kanai, Senior Member, IEEE

Abstract— The heart wall has a multilayered structure
and moves rapidly during ejection and rapid filling periods.
Local strain rate (SR) measurements of each myocardial
layer can contribute to accurate and sensitive evaluations
of myocardial function. However, ultrasound-based veloc-
ity estimators using a single-frequency phase difference
cannot realize these measurements owing to insufficient
maximum detectable velocity, which is limited by a quadra-
ture frequency. We previously proposed a velocity estima-
tor using multifrequency phase differences to improve the
maximum detectable velocity. However, the improvement
is affected by a spatial discrete Fourier transform (DFT)
window length that represents the locality of the veloc-
ity estimation. In this article, we theoretically describe
that shortening the window increases the interference
between different frequency components and decreases
the maximum detectable velocity. The tradeoff between the
maximum detectable velocity and the window length was
confirmed through simulations and a water-tank experi-
ment. Under the tradeoff, the Hanning window, which was
used in previous studies, is not always appropriate for
the local measurement of the velocity, which sometimes
exceeds 100 mm/s depending on the subject, direction of
the ultrasound beam to the heart wall, and cardiac periods.
In the in vivo measurement with the short window, the Tukey
window with a large flat part that has a high-frequency
resolution and ameliorates the discontinuity at both edges
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of the windowed signal was appropriate to measure the
maximum velocity. This study offers the potential for local
measurements of each myocardial layer using the multi-
frequency velocity estimator with the appropriate window
function and window length.

Index Terms— Aliasing, discrete Fourier transform (DFT),
multifrequency phase differences, velocity measurement,
window function, window length.

I. INTRODUCTION

MYOCARDIAL ischemia leads to ischemic heart dis-
eases, such as myocardial infarction and angina, which

are the main causes of death worldwide [1]. Myocardial
ischemia in the early stages can be repaired using reperfusion
therapy. It is, therefore, important to detect it at an early stage.
Because it occurs in the subendocardial region of the heart
wall and progresses transmurally toward the subepicardial
region [2]–[4], the local evaluation of myocardial function in
the transmural direction can be useful for its detection.

Ultrasound-based measurements of strain rate (SR) have
been introduced to noninvasively evaluate regional myocardial
function [5]–[8]. The myocardial SR, in which the whole
motion of the heart wall is removed, represents an instanta-
neous change in the myocardial thickness. Previous studies
have suggested that myocardial SR can assess an acutely
ischemic myocardium [9]–[12]. Because the heart wall has
a multilayered structure, local SR measurements of each
myocardial layer can contribute to the highly accurate and
sensitive evaluations of myocardial function.

Moreover, the SR distribution has the potential to reveal
the mechanism of the transition process in the myocardium
from relaxation to contraction. In our previous studies,
the propagation of the contractile response caused by the
conduction of electrical excitation was measured using a
velocity waveform [13]–[15] or an SR distribution of the
myocardium [16]–[18]. Because the whole motion of the heart
wall is removed in the SR measurement, it may be useful for
measuring the propagation of the local and minute contractile
responses [18], thereby contributing to the detailed elucidation
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of the transition process in the myocardium from relaxation
to contraction.

The myocardial SR distribution has been calculated from the
velocities at multiple positions in the heart wall. In addition,
the velocities in the heart wall are useful for understanding
whether the heart wall motion is related to the measured
SR. Thus, velocity estimation is important for SR mea-
surement. A velocity-estimation method based on the phase
differences between consecutive frames has been developed
for measuring the velocities in the heart wall [19], [20].
This method uses the phase differences between consecutive
frames in the demodulated signals and estimates the subpixel
displacements without interpolation. Thus, this method is
computationally inexpensive compared to the block match-
ing method [21] and has been applied for real-time SR
imaging [6], [22].

The maximum detectable velocity in this method, which is
based on the phase difference of a single frequency, is limited
and depends on the quadrature frequency. The maximum
detectable velocity may sometimes be insufficient to measure
the rapid motion of the heart wall, especially during the
ejection and rapid filling periods. In these cases, aliasing
occurs in the velocity waveform even when the frame rate
is set to several hundreds of Hz. Although the aliasing often
occurs in the normal myocardium rather than the ischemic
myocardium because the velocity decreases owing to the
myocardial ischemia, the aliasing is a problem to detect
the abnormality owing to the myocardial ischemia because
the large velocity in the normal myocardium has to be cor-
rectly measured as a reference.

To overcome this problem, several studies have proposed
anti-aliasing techniques based on the multifrequency phase
differences between two consecutive frames [23]–[25]. The
improvement of the maximum detectable velocity in the
measurement of blood flow by a large spatial window has
already been confirmed [23]–[25]. To estimate the velocity
in the heart wall, we previously proposed a multifrequency
phased-tracking method [26] that achieves a larger maxi-
mum detectable velocity than that achievable using a single-
frequency phase difference.

The key factor that determines the maximum detectable
velocity in measurements based on the multifrequency phase
differences is the length of the spatial window. The multifre-
quency phase differences should be measured independently
for each frequency component. However, a short spatial win-
dow that has a poor frequency resolution makes such mea-
surements difficult. Thus, the improvement of the maximum
detectable velocity is negatively affected when the spatial
window for the velocity estimation is shortened.

By contrast, the local SR measurement in the heart wall
requires the local velocity to be estimated with a short spatial
window. The heart wall has a large velocity component related
to its whole motion and a minute velocity component caused
by the local change in the thickness of the myocardial layer.
Because the velocity estimation assumes that the velocities are
uniform within the spatial window, it is difficult to measure the
minute velocity caused by the local change in the thickness of
the myocardial layer using a long spatial window. A previous

study confirmed that the spatial window length affects the SR
distribution in a layered myocardium [27].

There is a tradeoff between the maximum detectable veloc-
ity and the window length in a velocity estimation based on
the multifrequency phase differences. Thus, the influence of
the window length of the velocity estimation on the maximum
detectable velocity should be validated to determine the appro-
priate spatial window for the local SR measurement based
on the multifrequency phase differences. The purpose of this
study is to elucidate the relationship between the maximum
detectable velocity and the window length in the velocity
estimation. Therefore, we validate the relationship through
simulations and a water-tank experiment. We then discuss
the tradeoff between the maximum detectable velocity and
the length of the spatial window and present an appropriate
window function for the rapid motion and locality of the
layered myocardium through an in vivo experiment.

II. PRINCIPLES

A. Velocity Estimation Based on Single-Frequency
Phase Difference

The displacement �z(n) between the nth and the (n+�n)th
frames leads to a delay time between the received radio
frequency (RF) signals, s(t; n) and s(t; n + �n), in the same
ultrasound beam. The delay time τ (n) is given by

τ (n) = 2 · �z(n)

c0
(1)

where c0 is the speed of sound.
The demodulated signals are obtained by applying quadra-

ture demodulation with the carrier frequency f to the RF
signals. The phase difference�θ f (n) between the demodulated
signals is

�θ f (n) = −2π f · τ (n) = −4π f
�z(n)

c0
. (2)

In digital signal processing, this phase difference �θ f (n)
can be calculated from the cross-spectrum between the nth
and the (n + �n)th frames [28]. The spectra S( f ; n) and
S( f ; n + �n) are obtained by applying discrete Fourier
transform (DFT) to the windowed signals. The cross-spectrum
C( f ; n) between the frames is given by

C( f ; n) = S∗( f ; n) · S( f ; n + �n) (3)

where ∗ denotes complex conjugation.
The phase of the cross-spectrum � C( f ; n) is the phase

difference �θ f (n) between the demodulated signals with the
carrier frequency f . In a previous study, it was confirmed that
the phase of the cross-spectrum at the center frequency fc

should be used to estimate the minute velocity accurately [28].
Thus, the average velocity between frames is estimated using
� C( fc; n) as

v̂ fc(n) = −c0 fFR

4π
· � C( fc; n)

fc
. (4)

Here, fFR is the frame rate.
If the amplitude of the phase difference exceeds π , that

is, the delay time caused by the displacement exceeds half
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Fig. 1. Schematic of the velocity estimation based on multifrequency phase differences. (a) Received RF signals and their demodulated signals at
the nth and the (n+Δn)th frames. (b) Frequency components of the spectra of the received RF signals. (c) Amplitude of the cross spectrum between
the nth and the (n + Δn)th frames. (d) Phase of the cross spectrum. Δf representing the frequency interval in the spectrum obtained by DFT.

the period of the center frequency fc, then the phase of
the cross-spectrum is wrapped and aliasing occurs. Aliasing
causes a large displacement error. By substituting π into
� C( fc; n) in (4), the maximum detectable velocity |v̂ fc,MAX|
and displacement |��z fc,MAX| based on the single-frequency
phase difference are given by��v̂ fc,MAX

�� = ����z fc,MAX

�� · fFR = c0

4 fc
· fFR. (5)

B. Velocity Estimation Based on Multifrequency Phase
Differences

Fig. 1 schematically illustrates the velocity estimation based
on multifrequency phase differences. Assuming that the dis-
placement from the nth frame to the (n+�n)th frame, �z(n),
is spatially uniform in the DFT window, the phase difference
is linearly proportional to the carrier frequency, according to
(2). Thus, the gradient of the phase difference an is expressed
as

an = −4π

c0
�z(n). (6)

This is estimated using the cross-spectrum phase. The phase
gradient of the cross-spectrum is estimated using the weighted
least-squares method to ameliorate the negative effects of
the attenuation and interference of backscattered waves from
multiple scatterers in the myocardium in the velocity estima-
tion [26]. The root mean squared error (RMSE) αn of the
phase of the cross-spectrum, weighted by the amplitude of
the cross-spectrum, is defined with the arbitrary variable a as
follows:

αn(a) =
����� fs/2

f =0 |C( f ; n)| · δ2
f (a)� fs/2

f =0|C( f ; n)| (7)

δ2
f (a) = min

m

�|� C( f ; n) − a f + 2πm|2	. (8)

Here, fs is the sampling frequency and m is an arbitrary
integer. Because the phase of the cross-spectrum is within the
range of [−π, π], the phase a f must also fall within the same
range. When the value of a f falls outside this range, 2π is
subtracted from or added to the value of a f to handle the
wrapped phase.

From (6), the average velocity v̂(n) between the frames is
expressed in terms of the estimated phase gradient ân as

v̂(n) = ��z · fFR = −c0 fFR

4π
· ân (9)

ân = arg min
a

αn(a). (10)

As shown in Fig. 1(d), the phase gradient can be estimated
based on the multifrequency phase differences even when
the phase wraps at the center frequency. However, the phase
gradient based on the single-frequency phase difference in
(4), � C( fc; n)/ fc, does not correspond to the true phase
gradient. The multifrequency phase differences allow us to
measure large velocities that cannot be measured using only
the single-frequency phase difference.

The phase gradient cannot be estimated when the change in
the phase of the cross-spectrum between adjacent frequency
components exceeds π . Thus, delay times that exceed half
the period of the DFT window in the time domain cannot
be detected from the cross-spectrum phase. The frequency
interval � f of the cross-spectrum phase is determined by the
length of the DFT window LDFT as follows:

� f = c0

2 · LDFT
. (11)

Thus, the maximum phase gradient |âMAX|, displacement
|��zMAX|, and velocity |v̂MAX| limited by the frequency interval
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� f are given by

|âMAX| = π

� f
= 2π · LDFT

c0
(12)

|v̂MAX| = |��zMAX| · fFR = LDFT

2
· fFR. (13)

This maximum velocity |v̂MAX| is usually larger than the
maximum velocity |v̂ fc,MAX| that can be detected based on
the single-frequency phase difference because the length of
the DFT window LDFT should be set to be longer than half
the wavelength at the center frequency fc [28].

C. Formulization of Multifrequency Phase Differences
Measured With DFT Window

In both the single-frequency and multifrequency phase
difference methods, it is assumed that the phase difference
at each frequency component is independent of the others,
that is, there is no interference between different frequency
components. When this assumption is correct, the maximum
detectable velocity based on the multifrequency phase differ-
ences corresponds to the maximum velocity |v̂MAX| limited by
the frequency interval in (13).

In practice, however, there is interference between the
different frequency components because both the bandwidth
of the received RF signal and the length of the window are
finite. Interference between the different frequency compo-
nents should be considered, especially for local measurements.
Shortening the spatial DFT window improves the locality of
the velocity estimation. However, it also results in poorer
frequency resolution and makes the independent measurement
of each frequency component difficult. The assumption that
there is no interference between different frequency com-
ponents then becomes incorrect. In this case, the maximum
detectable velocity based on the multifrequency phase dif-
ferences becomes smaller than the maximum velocity |v̂MAX|
limited by the frequency interval in (13), as the DFT window
becomes shorter.

We formulized the measured cross-spectrum phase (i.e.,
the multifrequency phase differences) obtained by DFT to
capture the influence of the interference between different
frequency components on the maximum detectable velocity
in the velocity estimation based on the multifrequency phase
differences. In this section, a very simple model without
any noise is introduced to evaluate only the influence of
the interference between different frequency components on
the velocity estimation based on the multifrequency phase
differences. The pulse wave representing the impulse response
h(t) of the ultrasound transducer is often approximated as the
product of a cosine wave at the center frequency fc with the
Gaussian function as

h(t) = e−t2/σ 2 · cos(2π fct). (14)

Here, t = l/ fs(l = 0, 1, 2, . . .) is a discrete time and σ is
the standard deviation of the Gaussian function. When there
is a single point scatterer on the ultrasound beam, the received
RF signal sm(t; n) is expressed according to the convolution

model

sm(t; n) = A0 · h(t − tn)

= A0 · e−(t−tn)2/σ 2 · cos(2π fc(t − tn)). (15)

Here, A0 is the reflectance of the scatterer and tn is the
two-way propagation time from the ultrasound probe to the
scatterer in the nth frame.

The true spectrum without the influence of windowing is
obtained by applying a discrete-time Fourier transform to the
infinite-length modeled RF signal. The true spectrum Sm( f ; n)
of the infinite-length modeled RF signal is given by the
convolution of the cosine wave at the center frequency fc and
the Gaussian function in the frequency domain as follows:

Sm( f ; n) = A0 · e−σ 2( f − fc)
2 · e− j2π tn f

= |Sm( f ; n)| · e− j2π tn f . (16)

From (3) and (16), the true cross-spectrum Cm( f ; n) between
the true spectra Sm( f ; n) and Sm( f ; n + �n) at the nth and
(n + �n)th frames, respectively, is expressed as

Cm( f ; n) = A0e−σ 2( f − fc)
2

e j2π tn f · A0e−σ 2( f − fc)
2

e− j2π(tn+τ(n)) f

= |Sm( f ; n)|2 · e− j2πτ(n) f . (17)

Here, τ (n) is the delay time generated by the displace-
ment from the nth frame to the (n + �n)th frame. In the
true cross-spectrum phase � Cm( f ; n), only the delay time
component e− j2πτ(n) f remains because the propagation time
component e− j2π tn f cancels out. Thus, � Cm( f ; n) is linearly
proportional to the frequency f , as seen in (2).

The spectrum obtained by DFT using a finite-length window
is expressed as the convolution of the true spectrum Sm( f ; n)
and the window function spectrum W ( f ). Thus, the measured
spectrum obtained by DFT, S�

m( fk; n), is expressed as

S�
m( fk; n) = (Sm( f ; n) ∗ W ( f ))| f = fk (18)

fk = k · � f (19)

where fk is a discrete frequency and k is an integer. The range
of the discrete frequency fk is [− fs/2: fs/2]. In this article,
the integer k in (19) is defined as kc when fkc = fc.

Most of the window functions used for the DFT, such as
the Hanning window, are even functions. In this case, the
phase � W0( f ) of the window function spectrum, in which the
center point is set at the origin, has a zero-phase characteristic.
Thus, the spectrum of the window function W ( f ) has only
the linear phase component e− j2π tn f , which is relevant to the
center point of the window function set at the time tn , and the
phase � W ( f ), which is proportional to the frequency f . The
spectrum of the window function W ( f ) is given by

W ( f ) = W0( f ) · e− j2π tn f . (20)

From (18)−(20), the measured spectrum at the nth frame
S�

m( fk; n) that is obtained by DFT, is expressed as follows:

S�
m( fk; n) =


 +∞

−∞
Sm( f ; n) · W ( fk − f )d f

= e− j2π tn fk


 +∞

−∞
|Sm( f ; n)| · W0( fk − f )d f

= ��S�
m( fk; n)

�� · e− j2π tn fk . (21)
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Fig. 2. (a) Amplitude of the spectrum of the modeled RF signal |Sm(f ; n)| and that of the window function spectrum W0(f − fkc ) convoluted at the
center frequency. (b) Phase of the true cross-spectrum � Cm(f ; n) and that of the measured cross-spectrum � C�

m(fkc ; n) at the center frequency.
(c) Schematic of the summation of the delay time components e−j 2πτ (n)f in � C�

m(fkc ; n). (d) Amplitude of the spectrum of the modeled RF signal
|Sm(f; n)| and that of the window function spectrum W0(f − fkc+1), convoluted at the adjacent frequency to the center frequency. (e) Phase of the true
cross-spectrum � Cm(f ; n) and that of the measured cross-spectrum � C�

m(fkc+1; n) at the adjacent frequency to the center frequency. (f) Schematic
of the summation of the delay time components e−j 2πτ (n)f in � C�

m(fkc+1; n). Note the location of the mainlobe of the window function is not centered
with the bandwidth of |Sm(f ; n)| when the frequency fk to be calculated does not correspond to the center frequency fc.

When the center point of the window function does not change
between the nth and the (n + �n)th frames, the measured
spectrum at the (n + �n)th frame S�

m( fk; n + �n), which is
obtained by DFT, is expressed as follows:

S�
m( fk; n + �n) = e− j2π tn fk


 +∞

−∞
|Sm( f ; n)|

· W0( fk − f ) · e− j2πτ(n) f d f. (22)

From (3) and (22), the measured cross-spectrum C �
m( fk; n)

between S�
m( fk; n) and S�

m( fk; n+�n) is expressed as follows:
C �

m( fk; n)

= ��S�
m( fk; n)

��·e+ j2π tn fk

· e− j2π tn fk

�
 +∞

−∞
|Sm( f ; n)|·W0( fk − f )·e− j2πτ(n) f d f

�

= ��S�
m( fk; n)

��·�
 +∞

−∞
|Sm( f ; n)|·W0( fk − f )·e− j2πτ(n) f d f

�
.

(23)

Thus, the phase of the measured cross-spectrum � C �
m( fk; n)

corresponds to the phase of the sum of the delay time
component e− j2πτ(n) f weighted by |Sm( f ; n)| · W0( fk − f ).

The measured cross-spectrum phase � C �
m( fk; n) is formulized

as follows:
� C �

m( fk; n)=�
�
 +∞

−∞
|Sm( f ; n)|·W0( fk − f )·e− j2πτ(n) f d f

�
.

(24)

D. Influence of the Window Length of the Velocity
Estimation Based on Multifrequency Phase Differences
on the Maximum Detectable Velocity

Fig. 2 schematically illustrates the influence of the interfer-
ence between different frequency components on the measured
cross-spectrum phase used in the velocity estimation. Fig. 2(a)
illustrates the amplitude of the true spectrum |Sm( f ; n)| and
that of the window function W0( f − fkc ) shifted by the center
frequency. In Fig. 2(a), the mainlobe width corresponds to
the frequency resolution of the window function. Fig. 2(b)
illustrates the phase of the true cross-spectrum � Cm( f ; n) and
that of the measured cross-spectrum at the center frequency,
� C �

m( fkc ; n).
Fig. 2(c) schematically illustrates the summation of the

weighted delay time components |Sm( f ; n)| · W0( fkc − f ) ·
e− j2πτ(n) f (blue vectors) at fk = fkc = fc, where both
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Fig. 3. (a) Amplitude of the cross-spectrum |Cm(f ; n)| and that of
the window functions W0(f − fkc ) and W0(f − fkc+1). (b) Wrapped true
phase gradient, the unwrapped true phase gradient, the erroneously esti-
mated phase gradient, and the phase of the measured cross-spectrum,
� C�

m(fk; n). Note that both the wrapped, and the unwrapped measured
cross spectrum � C�

m(fk; n) are illustrated.

|Sm( f ; n)| and W0( f − fkc) are symmetric with respect to the
center frequency fc, as shown in black and blue in Fig. 2(a).
Thus, as shown in Fig. 2(c), the phase of the sum of the
weighted delay time components, � (C �

m( fkc ; n)/|S�
m( fkc ; n)|),

(white vector) corresponds to the true value � Cm( fc; n) at
the center frequency fc. The phase of the measured cross-
spectrum � C �

m( fkc ; n), therefore, coincides with the true
phase � Cm( fc; n) in principle, as theoretically confirmed by
Hasegawa and Kanai [28].

Fig. 2(d) illustrates the amplitude of the true spectrum
|Sm( f ; n)| and that of the window function W0( f − fkc+1)
shifted by the frequency fkc+1 adjacent to the center fre-
quency fkc . Fig. 2(e) illustrates the phase of the true cross-
spectrum � Cm( f ; n) and that of the measured cross-spectrum
� C �

m( fkc+1; n). Fig. 2(f) schematically illustrates the summa-
tion of the weighted delay time components |Sm( f ; n)| ·
W0( fkc+1− f )·e− j2πτ(n) f (red vectors), when fk = fkc+1 > fc.
W0( f − fkc+1) is symmetric with respect to the discrete
frequency fkc+1, as shown in red in Fig. 2(d). However,
|Sm( f ; n)| is asymmetric with respect to the discrete frequency
fkc+1, as shown in black in Fig. 2(d). Thus, a bias error occurs
in the phase of the measured cross-spectrum � C �

m( fkc+1; n),
as shown in Fig. 2(e). As shown in Fig. 2(f), positive bias
errors occur when fk > fc. Conversely, the bias error values
are negative when fk < fc. The amount of bias error in the
phase of the measured cross-spectrum depends mainly on the
mainlobe width of the window function W0( f − fk) (i.e., the
length of the spatial window) compared with the bandwidth of
the true spectrum Sm( f ; n) and the true phase gradient (i.e.,
the delay time τ (n) generated by the displacement between
the frames). Because the velocity is estimated from the phase
gradient, the amount of bias error also depends on the velocity.

Fig. 3 schematically illustrates the influence of the bias
errors in the measured cross-spectrum phases on the veloc-
ity estimation based on the multifrequency phase differ-
ences. Fig. 3(a) illustrates the amplitude of the cross-spectrum
|Cm( f ; n)| and that of the window functions W0( f − fkc ) and
W0( f − fkc+1). Fig. 3(b) illustrates the wrapped true phase
gradient, the unwrapped true phase gradient, the erroneously
estimated phase gradient, and the phase of the measured cross-
spectrum � C �

m( fk; n).
When the measured cross-spectrum amplitude |C �

m( fk; n)|
is used as the weight to estimate the phase gradient, as shown
in (7)–(10), the measured phase at the center frequency
� C �

m( fkc ; n) is dominant over those at other frequencies. The
measured cross-spectrum phase coincides with the true phase
at the center frequency. The possible values of the phase
gradient a�

n that passes through the origin and the phase at the
center frequency are expressed as

a
�
n(m) = � Cm( fc; n)

fc
+ 2πm

fc
. (25)

Here, m is an arbitrary integer and the second term on the right
side of the equation accounts for the wrapped phase in the true
cross-spectrum phase at the center frequency, � Cm( fc; n). The
absolute value of m represents the number of phase wraps
in � Cm( fk; n) in the range of fk ≤ fc. For example, m =
−1 means that the phase of the cross-spectrum is wrapped
once from a negative value to a positive value in the range of
fk ≤ fc, as shown in Fig. 3(b).

When the bias errors are large, the apparent gradient of
the measured phase of the cross-spectrum (red dashed line) is
smaller than the true phase gradient (black lines) around the
center frequency, as shown in Fig. 3(b). In this case, the bias
errors increase the weighted RMSE at the true phase gradient
a�

n(−1) and decrease that at a�
n(0). Thus, the weighted RMSE

is minimum at a�
n(0) (red solid line) even though the true

phase gradient is a�
n(−1), and an erroneous phase gradient

is estimated. The large displacement error caused by this
erroneous estimation of m has the same effect as that caused
by aliasing at the center frequency in the velocity estimation
based on a single-frequency phase difference. Therefore, the
maximum detectable velocity becomes smaller than the maxi-
mum velocity limited by the frequency interval |v̂MAX| in (13),
owing to the bias errors caused by the interference between
different frequency components.

E. Influence of Noise on the Maximum Detectable
Velocity Based on Multifrequency Phase Differences

If noise presents, it causes a variance in the measured cross-
spectrum phase at each discrete frequency even if there is no
interference between different frequency components. Fig. 4
schematically illustrates the influence of the noise variance in
the measured cross-spectrum phase on the velocity estimation
based on the multifrequency phase differences when the fre-
quency resolution is sufficiently high. Fig. 4(a) illustrates the
amplitude of the cross-spectrum |Cm( f ; n)| and that of the
window functions W0( f − fkc ) and W0( f − fkc+1). Fig. 4(b)
illustrates the wrapped true phase gradient, the erroneously
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Fig. 4. (a) Amplitude of the cross-spectrum |Cm(f ; n)| and that of the
window functions W0(f − fkc ) and W0(f − fkc+1). (b) Wrapped true phase
gradient, the wrapped erroneously estimated phase gradients a�

n(0) and
a�

n(−2), and the phase of the measured cross-spectrum � C�
m(fk; n). Note

that there are only a few bias errors in the measured cross-spectrum
phases because the frequency resolution is sufficiently high.

estimated phase gradients, and the phase of the measured
cross-spectrum � C �

m( fk; n).
If the noise variance is minimum at the center frequency

where the cross-spectrum amplitude |Cm( f ; n)| is maximum,
its influence in the measured cross-spectrum phase on the pos-
sible phase gradients a�

n(m) in (25) can be ameliorated by the
weight of the measured cross-spectrum amplitude |C �

m( fk; n)|.
However, the noise variance at a frequency other than the
center frequency may increase the weighted RMSE at the true
phase gradient a�

n(−1) and decrease that at a�
n(−2), as shown

in Fig. 4(b). In this case, the noise variance in the measured
cross-spectrum phase causes the erroneous estimation of m in
the possible phase gradients a�

n(m), and the phase gradient is
erroneously estimated as a�

n(−2). Thus, the large displacement
error of half the wavelength at the center frequency occurs
as an aliasing error. Depending on the noise variance, the
phase gradient may be erroneously estimated as not only
a�

n(−2) but also a�
n(0), a�

n(1), a�
n(−3), or the others with

the erroneous value of m. The large noise components may
cause an aliasing error even though the frequency resolution
of the DFT window is high enough to measure each frequency
component independently.

If the noise is regarded as white noise, the noise variance
in the measured spectrum can be alleviated by elongating the
DFT window [29], [30]. In practice, however, the noise is
not only white noise in the in vivo measurement. Thus, the
influence of the noise variance in the measured spectrum is
not always alleviated by elongating the DFT window.

III. MATERIALS AND METHODS

In this study, the relationship between the maximum
detectable velocity and the window length was evaluated
by the estimation accuracy of m corresponding to the esti-
mated phase gradient a�

n(m) in (25) (i.e., the stability to the
aliasing error). The erroneous estimation of m (i.e., alias-
ing error), owing to interference between different frequency
components, depends on the displacement between frames
which is determined by the velocity and the acquisition

frame rate. Therefore, the estimation error of the displacement
between frames was validated. The single-frequency phased-
tracking method [20] or the multifrequency phased-tracking
method [26] was applied to the RF signals to estimate the dis-
placement between the frames and the velocity. The detectable
maximum displacement was determined from the boundary at
which m of the estimated phase gradient a�

n(m) in (25) did
not coincide with the true value.

To present an appropriate window function for the rapid
motion and the locality of the layered myocardium, Tukey
windows were used. The Tukey window wT(t) is given by

wT(t)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1

2

�
1 + cos

�
2π

r

�
t − r

2

���
, 0 ≤ t <

r

2

1,
r

2
≤ t < 1 − r

2

1

2

�
1 + cos

�
2π

r

�
t − 1 + r

2

���
, 1 − r

2
≤ t < 1

(26)

where r is the parameter of the Tukey window. Depending
on the parameter r , the characteristic of the Tukey window
changes between that of the Hanning window (r = 1) and the
rectangular window (r = 0).

A. Confirmation of the Principle

The modeled RF signal in (15) was used to confirm the
bias errors in the measured cross-spectrum phases described
in Section II-D. The inverse of the standard deviation of the
Gaussian function in (15), σ−1, was set to 1.5 MHz. The
delay time generated by the displacement between frames
was set to 0, 0.067, or 0.20 ms. The cross-spectrum was
measured with multiple window lengths. The length of the
spatial window changes not only the frequency resolution but
also the frequency interval. Thus, zero points were added to
the end of the windowed signals in the time domain before
applying a DFT. This allowed the original frequency resolution
to be maintained [28].

B. Water-Tank Experiments

The influence of the window length of the velocity estima-
tion on the maximum detectable velocity was validated in a
water-tank experiment where the true displacement could be
measured.

Fig. 5(a) shows a schematic of the water-tank experiment
system. A urethane rubber phantom was vibrated up and down
sinusoidally at 50 Hz, which was set based on the actual
velocity waveform of the heart wall [13], [20]. The maximum
velocity was set to approximately 40 mm/s.

The RF signals were acquired using an ultrasonic diag-
nostic apparatus (Prosound α-10; Hitachi-Aloka-Medical Ltd.,
Tokyo, Japan) using a sector probe (UST-52101N; Hitachi-
Aloka-Medical Ltd., Tokyo, Japan) with a 3.75 MHz center
frequency. The transmitted wave was a plane wave without
steering and the received beam was formed without com-
pounding. The sampling frequency was set to 15 MHz. As the
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Fig. 5. (a) Schematic of the water tank experiment system. (b) Received RF signal at the first frame. (c) Velocity waveforms measured by laser
Doppler velocimetry or ultrasound measurement.

speed of sound in water was 1475 m/s and that in the phantom
was 1487 m/s, the RF inter-sample spacing in water was
0.049 mm and that in the phantom was 0.050 mm. The frame
rate of the ultrasound measurement was set to 1677 Hz.

The down-sampled frames were used as consecutive frames
to estimate the displacement of the phantom. Thus, the veloc-
ities of the phantom were estimated at multiple frame rates
(1677, 839, 559, . . . , and 105 Hz) for the same data. The
maximum detectable velocity depends on the frame rate of
the ultrasound measurement. Thus, by decreasing the frame
rate in the velocity estimation, the displacement between the
frames �z(n) became larger than that at the original frame
rate. The time interval of the most down-sampled frames
at 105 Hz was similar to half the period of the sinusoidal
velocity waveform at 50 Hz. Because the phantom moved in
the same direction between the most down-sampled frames
at 105 Hz, the displacement between these frames had a
maximum value of 0.25 mm.

A laser Doppler velocimeter (LV-1300; Ono Sokki, Kana-
gawa, Japan), which replaced the sector probe, was used for
the velocity measurement at the surface of the phantom. The
velocity measured by the laser Doppler velocimetry was used
as the reference. Fig. 5(c) illustrates the velocity waveforms
measured by the laser Doppler velocimetry or the ultrasound
measurement and the time window for evaluating the estima-
tion error of the displacement between frames estimated by the
ultrasound measurement. As shown in Fig. 5(c), the trigger
signals measured by the ultrasound measurement without
down-sampling and laser Doppler velocimetry at different
timings were synchronized on a computer. The negative effect
of the interference between different frequency components
depends on the delay time generated by the displacement
between frames. Therefore, the reference displacement �zR(n)
was obtained by integrating the velocity measured by the laser
Doppler velocimetry, vL(t), over a time duration corresponding

to the frame rate of the ultrasound measurement. The reference
displacement �zR(n) is expressed as follows:

�zR(n) =

 (n+�n)/ fFR

n/ fFR

vL(t)dt . (27)

To evaluate the estimation error, the time window was set to
ten times the wavelength of the velocity waveforms (200 ms),
as shown in Fig. 5(c). The estimation error of the displacement
between frames, e(n), was calculated for each pair of frames
as

e(n) = ����z(n) − �zR(n)
��. (28)

The detectable maximum displacement was determined
from the boundary at which there was a large estimation error
e(n) caused by the erroneous estimation of m (i.e., aliasing
error).

The detectable maximum displacement was also obtained
from the simulation described in Section III-A. The inverse of
the standard deviation of the Gaussian function in (15), σ−1,
was set to 3.0, 1.5, or 1.0 MHz. However, the envelope of
the received RF signal in the water-tank experiment differed
significantly from a Gaussian function and had the form of a
rectangular function, as shown in Fig. 5(b). Considering the
actual waveform of the received RF signal, the received RF
signal at the first frame in Fig. 5(b) was used as the modeled
RF signal at the nth frame sm(t; n) in (15).

C. Simulation for Determining the Appropriate Window
Function for the In Vivo Measurement

For determining the appropriate window function for the
rapid motion and the locality of the layered myocardium, the
speckle-like waveform in the heart wall and the noise in the
actual in vivo measurement were simulated.

First, the speckle-like waveform in the heart wall was
simulated. Fig. 6(a) shows the schematic of the generation of
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Fig. 6. (a) Schematics of the generation of the modeled RF signal in the simulation. (b) Modeled RF signals without noise, sm(t ; n) and sm(t ; n+Δn),
in the simulation for the in vivo measurement. (c) Modeled RF signals with noise, sm,N(t ; n) and sm,N(t ; n + Δn), in the simulation for the in vivo
measurement.

the modeled RF signal in the simulation. In this study, the
modeled RF signal was based on the convolution model of the
impulse response h(t) of the ultrasound transducer in (14) and
the scatterers’ distribution x(t; n). The inverse of the standard
deviation, σ−1, was set to 2.1 MHz relating to the impulse
response of the ultrasound transducer that was obtained in
measuring a 30 μm-diameter molybdenum wire with a plane
wave in a water tank. In simulating the in vivo measurement,
the multiple scatterers were distributed randomly in the beam
direction in space with a density of 15 scatterers per wave-
length at the center frequency. The density was based on the
diameter of the myocardial fiber and its volume fraction in the
heart wall [31]. The scatterers’ distribution at the (n + �n)th
frame was generated by adding an arbitrary delay time τ (n)
to that at the nth frame, which represented the displacement
between the nth and the (n + �n)th frames. Fig. 6(b) shows
the modeled RF signals, sm(t; n) and sm(t; n + �n), in the
simulation of the in vivo measurement when the displacement
from the nth frame to the (n+�n)th frame was set at 0.14 mm.
As shown in Fig. 6(b), the envelopes of the modeled RF
signals, sm(t; n) and sm(t; n+�n), were similar to the speckle
shown in in vivo measurements.

Next, the noise in the actual in vivo measurement was
simulated. In in vivo measurements, the change in the wave-
form of the RF signal occurs due to reasons other than just
electronic noise from an ultrasound diagnostic apparatus. This
is because the movement in the orthogonal directions to the
beam direction and the nonuniform movement around the
interest point changes the scatterers’ distribution in the heart
wall. The change in the waveform between the frames is

regarded as a noise in the velocity estimation. Thus, this noise
was defined as the different components between the spectra
S( f ; n) and S( f ; n+�n) at the nth and the (n+�n)th frames
other than the delay time component e− j2πτ(n) f generated by
the displacement between the frames.

The noise spectrum N( f ; n) can be obtained by subtracting
the product of the spectrum at the nth frame S( f ; n) and the
delay time component e− j2πτ(n) f from the spectrum at the
(n +�n)th frame S( f ; n +�n). However, the true delay time
τ (n) cannot be known or measured in the in vivo measurement.
In this study, the estimated delay time τ̂ (n) using a long
DFT window (LDFT = 10 mm) was used to obtain the noise
spectrum. Because the long DFT window has a high-frequency
resolution, the spectra S( f ; n) and S( f ; n + �n), and the
delay time component e− j2πτ(n) f can be estimated without
the interference between the different frequency components.
The noise spectrum N( fk ; n) and the signal-to-noise ratio
(SNR) ρ(n) in the velocity estimation were defined as

N( fk; n) = S( fk; n + �n) − S( fk; n) · e− j2πτ̂(n)· fk (29)

ρ(n) = 10 log10

� fs/2
fk=0 S( fk; n)2� fs/2
fk =0 N( fk; n)2

(30)

where S( fk ; n) and S( fk; n +�n) are the measured spectra at
the nth and the (n + �n)th frames, respectively. Therefore,
a sophisticated simulation can be realized using the noise
spectrum N( fk ; n) based on the in vivo measurement.

In this study, the noise spectrum was modeled based on the
in vivo measurement to evaluate the average performance in
the velocity estimation in the heart wall. The noise spectrum
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N( fk ; n) was obtained from the measurements of the inter-
ventricular septum (IVS) in the parasternal long-axis view
during a cardiac cycle, which will be explained in detail in
Section III-D. Because the bandwidth of the noise spectrum
was almost the same during a cardiac cycle, its amplitude
was generalized by the average over the cardiac cycle and
was used as that of the modeled noise spectrum |Nm( f ; n)| in
the simulation. The phase of the noise spectrum � N( fk ; n)
was different between adjacent frequency components and
between the consecutive frames. Because the noise spectrum
phase was uniformly random in both the frequency domain
and the cardiac cycle, in this study, it was assumed that the
phase of the noise spectrum was uniformly random. The phase
of the modeled noise spectrum � N m( f ; n) was generalized
as a random value corresponding to the uniform distribution.
Considering the velocity-estimation SNR obtained in the in
vivo measurement, we added the modeled noise spectrum
Nm( f ; n) to the spectrum of the modeled RF signal at the
(n +�n)th frame, Sm( f ; n +�n), as shown in Fig. 6(a). The
modeled RF signal at the nth frame may be affected by the
electronic noise from an ultrasound diagnostic apparatus with
the same power as that at the (n + �n)th frame. Because the
electronic noise is often regarded as white noise, the white
noise component NW( f ; n) included in the modeled noise
spectrum was added to the spectrum of the modeled RF signal
at the nth frame, Sm( f ; n). The power of the white noise
component was almost a tenth of that of the modeled noise
spectrum. Fig. 6(c) shows the modeled RF signals with noise,
sm,N(t; n) and sm,N(t; n + �n), these are obtained by adding
the noise spectrum Nm( f ; n) with the velocity-estimation SNR
of 7 dB to the modeled RF signals without noise in Fig. 6(b).
As shown in Fig. 6(c), the envelope of the modeled RF signals
with noise at the (n + �n)th frame, sm,N(t; n + �n), was
different from that at the nth frame, sm,N(t; n). This cannot be
expressed by adding only the white noise to the modeled RF
signal.

The relationship between the maximum detectable dis-
placement and the window length was obtained using the
modeled RF signals with noise, sm,N(t; n) and sm,N(t; n+�n).
However, the detectable maximum displacement based on the
estimation accuracy of m (i.e., the stability to the aliasing
error) is not uniquely determined because the scatterers’
distribution was random and the noise caused the variance in
the cross-spectrum phase. Thus, the probability of an aliasing
error was calculated for 100 generations of sm,N(t; n) and
sm,N(t; n + �n) for each displacement and window length.
The maximum detectable displacement was evaluated using
the calculated probability of the aliasing error.

In addition, the performance of the window function was
evaluated on the window length that can measure the maxi-
mum displacement between frames in the heart wall with the
permitted value of the probability of the aliasing error. In this
study, the permitted value of the probability of the aliasing
error was set to 0.05 or 0.10. Furthermore, in this study, the
maximum velocity in the transmural direction of the heart wall
was obtained using the long DFT window (LDFT = 10 mm)
similar to the noise spectrum and the SNR in the velocity
estimation. The appropriate window function and window

length for the local velocity estimation was determined based
on the result of the simulation.

D. In Vivo Experiments

In the in vivo experiment, the improvement of the maxi-
mum detectable velocity by using the multifrequency phase
differences was validated and the performance of the window
function in improving the maximum detectable velocity was
compared.

In vivo measurements were applied to the IVS of a healthy
23-year-old subject. The study was approved by the Ethics
Committee of Graduate School of Engineering, Tohoku Uni-
versity, Sendai, Japan, and the subject agreed to participate
in this study. The RF signal was acquired using an ultra-
sonic diagnostic apparatus (Prosound α-10; Hitachi-Aloka-
Medical Ltd., Tokyo, Japan) with a sector probe (UST-
52101N; Hitachi-Aloka-Medical Ltd., Tokyo, Japan) having
a 3.75 MHz center frequency. The seven plane waves in
seven different directions at the steering angles of 6◦ intervals
were transmitted and compounded to obtain each received
beam [32]. The sampling frequency was set to 15 MHz.
Since the speed of sound in living tissue was assumed to
be 1540 m/s, the RF inter-sample spacing in the tissue was
estimated as 0.051 mm. The frame rate of the ultrasound
measurement was set at 860 Hz. The electrocardiogram (ECG)
was acquired using the three-point lead method, and the
ECG waveform was obtained from lead II. The phonocardio-
gram (PCG) waveform was measured using a small accelerom-
eter attached to the subject’s chest.

The improvement of the maximum detectable velocity by
using the multifrequency phase differences was validated by
comparing the velocity waveform estimated locally by the
single-frequency or multifrequency phased-tracking method.
The interest point of the velocity estimation was tracked in the
beam direction by integrating the estimated velocity waveform.
The performances of the window functions in improving the
maximum detectable velocity were compared by estimating
the velocities by applying different window functions with the
same length.

IV. RESULTS

A. Bias Errors in the Measured Cross-Spectrum Phases

Fig. 7 shows the measured cross-spectrum between the
modeled RF signals without noise obtained using multiple
window lengths when a single point scatterer was set on the
ultrasound beam. The color bar shows the length of the DFT
window. Fig. 7(a)–(c) shows the cross-spectrum at delay times
of 0, 0.067, and 0.20 ms, respectively.

In Fig. 7(a), where the delay time was set at 0 ms, the
measured phase corresponded to the true phase at all discrete
frequencies. This was because both the true cross-spectrum in
(17) and the measured cross-spectrum in (23), in which 0 ms
was substituted for τ (n), had a zero-phase characteristic even
when the frequency resolution was poor (red points). Thus,
the influence of the interference between different frequency
components was small when the delay time was small.

Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on April 06,2022 at 05:19:57 UTC from IEEE Xplore.  Restrictions apply. 



OBARA et al.: APPROPRIATE WINDOW FUNCTION AND WINDOW LENGTH IN MULTIFREQUENCY VELOCITY ESTIMATOR 1363

Fig. 7. Measured cross-spectrum C�
m(fk; n) obtained using multiple window lengths. The cross-spectrum with delay times set at (a) 0, (b) 0.067,

and (c) 0.20 ms.

In Fig. 7(b), the true phase gradient was given by a�
n(0) in

(25) because the delay time (0.067 ms) did not exceed half
the period of the center frequency. The bias errors became
large and the apparent phase gradient decreased with the
decrease in frequency resolution (red points). However, the
true phase gradient could be estimated because the true value
of m was minimal and the noise component was not added to
the modeled RF signal. Thus, the erroneous estimation of m in
the possible phase gradient did not occur when the phase of the
cross-spectrum did not wrap and there was no additional noise.

In Fig. 7(c), the true phase gradient was given by a�
n(−1)

in (25) because the phase of the cross-spectrum was wrapped
once from a negative value to a positive value. The bias errors
increased as the frequency resolution decreased (red points)
and as the apparent phase gradient decreased. These bias errors
caused the erroneous estimation of m in the possible phase
gradient a�

n(m) in (25). Thus, the phase gradient was estimated
not as a�

n(−1) (purple solid line), but as a�
n(0) (red solid line)

when the frequency resolution was poor (red points). This
erroneous estimation resulted in a large displacement error.
Thus, in Fig. 7(c), the influence of the interference between
different frequency components on the velocity estimation
could not be suppressed despite the use of the cross-spectrum
amplitude as the weighting function.

B. Water-Tank Experiment
Fig. 8 shows the spectra of the window function and

the estimation errors in the single-frequency and multifre-
quency phased-tracking methods in the water-tank experiment.
In Fig. 8(b)–(d), the horizontal axis represents the length of the
window function and the vertical axis represents the reference
displacement between frames, �zR. The color bar shows the
estimation error of the displacement between frames, e(n).
The blue points represent a small estimation error, and the red
points represent a large estimation error. The red dashed line
shows the maximum detectable displacement in the single-

frequency phased-tracking method, |��z fc,MAX|. The green
solid line shows the maximum displacement |��zMAX| limited
by the frequency interval.

As shown in Fig. 8(b), a large displacement error occurred
because of aliasing when the displacement of the phan-
tom exceeded the maximum detectable displacement between
frames (|��z fc,MAX| < �zR). The boundary between the small
displacement errors (blue points) and the large displacement
errors (red points) is considered to be the maximum detectable
displacement because the erroneous estimation of m occurred
there. The maximum detectable displacement in the single-
frequency phased-tracking method did not depend on the
length of the window function as is evident from (5).

As shown in Fig. 8(c) and (d), the estimation errors in
the multifrequency phased-tracking method depend on the
length of the window function. The maximum detectable
displacement was increased by the use of multifrequency phase
differences, but it decreased as the length of the window was
decreased. This is consistent with the simulation results (black
solid line). The maximum detectable displacement was smaller
than the maximum displacement limited by the frequency
interval |��zMAX| in both the simulations and the water-tank
experiment. This is because the poor frequency resolution
made it difficult to measure large displacements.

The relationship between the maximum detectable dis-
placement and the window length obtained in the water-tank
experiment did not correspond to those in the simulation
using the impulse response in (14), which had an envelope
similar to a Gaussian function. This was observed even though
it was confirmed that the maximum detectable displacement
decreased as the length of the window was decreased in both
the simulation and the water-tank experiment. In Fig. 8(c)
and (d), the purple solid lines show the maximum detectable
displacement obtained in the simulation using the received
RF signal from the water-tank experiment. This result cor-
responded well with the maximum detectable displacement
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Fig. 8. (a) Spectrum of window function, (b) estimation error of the displacement between frames in the single-frequency phased-tracking method with
a Hanning window, (c) that in the multifrequency phased-tracking method with a Hanning window, and (d) that in the multifrequency phased-tracking
method with a rectangular window.

obtained in the water-tank experiment, that is, the relationship
between the maximum detectable displacement and the local-
ity of the velocity estimation also depended on the waveform
of the received RF signal.

The relationships between the maximum detectable dis-
placement and the length of the DFT window differed accord-
ing to the window function. As shown in Fig. 8(d), a larger
maximum detectable displacement can be obtained using a
rectangular window than by using a Hanning window. Because
the mainlobe width of the rectangular window is half that of
the Hanning window, as shown in Fig. 8(a), the frequency
resolution of the former is twice that of the latter. Thus, the
maximum detectable displacement of the rectangular window
approximately corresponded to that of the Hanning window
with twice the length of the spatial window.

As shown in Fig. 8(d), the maximum detectable displace-
ment of the rectangular window did not monotonically increase
with the increase in the window length in both the simulations
and the water-tank experiment. This might be due to the
spectral leakage caused by the discontinuity at both edges of
the rectangular window. The spectral leakage is caused by the
discontinuity at both edges of the window [33]. When the
window length is not an integer multiple of the wavelength,
there is a discontinuity in the phase of the signal between

the edges of the window, and the spectral leakage increases.
In addition, the delay time of the signal causes a discontinuity
in the amplitude of the signal at both edges of the window
and increases the spectral leakage because the envelope ampli-
tude of the modeled RF signal is not constant. The spectral
leakage caused by the discontinuity at both edges negatively
affected the maximum detectable displacement and resulted
in the non-monotonic relationship between the maximum
detectable displacement and the length of the rectangular
window. By contrast, the Hanning window is a window with
a low sidelobe level [34]. Thus, the relationship between the
maximum detectable displacement and the length of the Han-
ning window depended mainly on the frequency resolution and
its maximum detectable displacement monotonically increased
with the increase in the window length, as shown in Fig. 8(c).

C. Determining the Appropriate Window Function for the
In Vivo Measurement

In vivo measurement, the maximum velocity estimated using
the long DFT window of 10 mm was 116 mm/s. Thus,
we predicted that the maximum displacement that should be
measured in the simulation, |��zMAX|, was 0.14 mm. In sim-
ulating the in vivo measurement, the SNR in the velocity
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Fig. 9. (a) Spectrum of the Tukey window, probability of an aliasing error in the multifrequency phased-tracking method with the Tukey window
where the parameter (b) r = 1, (c) r = 0.50, and (d) r = 0.

estimation was set to 7 dB, which was obtained as in (30)
using the long DFT window at the time when the velocity in
the heart wall was larger than the maximum detectable velocity
based on a single-frequency phase difference.

Fig. 9 shows the spectra of the window functions and
the probability of an aliasing error in the multifrequency
phased-tracking method in the simulation of the in vivo mea-
surement. In Fig. 9(b)–(d) the horizontal axis represents the
length of the window function and the vertical axis represents
the true displacement between frames, �z. The color bar
shows the probability of an aliasing error in the multifrequency
phased-tracking method. The blue area represents a stable
estimation. The red area represents an unstable estimation
owing to the aliasing error. The red dashed line shows the
maximum detectable displacement in the single-frequency
phased-tracking method, |��z fc,MAX|.

As shown in Fig. 9(b) and (d), the area where the probability
of an aliasing error was high (red area) in the result using
the Hanning window was broader than that in the result
using the rectangular window. This might be representative
of the difference in the frequency resolution depending on
the mainlobe width, which corresponded to the result of
the water-tank experiment in Fig. 8. However, as shown in
Fig. 9(d), it was not easy to decrease the probability of an
aliasing error when using the rectangular window even though
the window length was increased. This may be a negative
effect of the discontinuity at both edges of the windowed
signal. This negative effect was not ameliorated by elongating

the DFT window and could not be ignored in simulating the
in vivo measurement.

As shown in Fig. 9(c), this negative effect was ameliorated
in the result using the Tukey window (r = 0.50). Because the
Tukey window (r = 0.50) has a higher frequency resolution
than the Hanning window as shown in Fig. 9(a), the maximum
detectable displacement of the Tukey window (r = 0.50) may
be larger than that of the Hanning window. There is a tradeoff
between the frequency resolution and the negative effect of the
discontinuity at both edges of the windowed signal. Depending
on the parameter r in (26), the characteristic of the Tukey
window changes between that of the Hanning window and the
rectangular window, as shown in Fig. 9(a). Thus, the Tukey
window is useful to optimize this tradeoff. The performance of
the Tukey window was evaluated for each value of parameter
r in (26).

Fig. 10 shows the minimum value of the window length
that can measure the maximum displacement between frames
in the heart wall (0.14 mm) with the permitted value of the
probability of an aliasing error. In Fig. 10, the permitted value
of the probability of the aliasing error was set to 0.05 (black
line) or 0.10 (blue line). As shown in Fig. 10, the Tukey
window (r = 0.30) shows the best performance to locally
measure the maximum displacement of 0.14 mm in both the
permitted values of the probability of the aliasing error. When
the permitted value of the probability of the aliasing error was
set to 0.05, the shortest Tukey window (r = 0.30) was 2.5 mm.
In this window function, the length of the tapered part toward
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Fig. 10. Minimum value of the Tukey window length that can measure
the maximum displacement between frames in the heart wall with the
permitted value of the probability of an aliasing error.

the edge approximately corresponded to two wavelengths
(0.40 mm) at each edge. This might ameliorate the negative
effect of the discontinuity at both edges of the windowed signal
in the rectangular window.

Interestingly, the Hanning window, which has a low sidelobe
level, was inferior to the Tukey window (r = 0.30) even
when the noise was present. As shown in Fig. 6(a), the power
of the white noise component was almost a tenth of that of
the modeled noise spectrum Nm( f ; n). Thus, the advantage
of the low sidelobe level of the Hanning window might not
be effective. The Tukey window (r = 0.30) has a high-
frequency resolution and ameliorates the negative effect of
the discontinuity at both edges because the Tukey window
(r = 0.30) has a flat part around the center and the tapered
part toward the edges, as in (26). Thus, the Tukey window
(r = 0.30) shows a better performance in improving the
maximum detectable displacement than the Hanning window.

D. In Vivo Experiment Using the Appropriate Window
Function Determined in the Simulation

In the result of the simulation considering the in vivo
measurement condition, the appropriate window function was
the Tukey window (r = 0.30), as shown in Fig. 10. In the
in vivo experiment, the performance of the Tukey window
(r = 0.30) in improving the maximum detectable velocity
was compared with that of the Hanning window, which
was used in our previous studies [18], [26], [27]. Fig. 11
shows the B-mode image of the IVS from the parasternal
long-axis view, the ECG waveform, the PCG waveform, and
the velocity waveforms estimated using the single-frequency
and multifrequency phased-tracking methods. In Fig. 11(a),
the yellow dot represents the interest point of the velocity
estimation where the center of the window function was
set. In Fig. 11(d) and (e), the red dashed line represents the
detectable maximum velocity based on the single-frequency
phase difference, |v̂ fc,MAX|.

As shown in Fig. 11(d), around the time from the ECG
R-wave of 30 and 640 ms, aliasing errors occurred in

the velocity waveform estimated using the single-frequency
phased-tracking method with the 2.5 mm Hanning window
(red line) or the 2.5 mm Tukey window (r = 0.30) (blue
line). In the single-frequency phased-tracking method, there
was no significant difference in the number of aliasing errors
between the velocity waveforms estimated with the Hanning
window and the Tukey window (r = 0.30). This was because
the maximum detectable displacement in the single-frequency
phased-tracking method does not depend on the frequency
resolution, as confirmed in the water-tank experiment.

As shown in Fig. 11(e), the number of aliasing errors in
the velocity waveforms decreased using the multifrequency
phased-tracking method. Thus, the maximum detectable veloc-
ity was improved by the use of the multifrequency phase differ-
ences. However, in the result of the Hanning window [red line
in Fig. 11(e)], aliasing errors were not completely suppressed,
and they also occurred around the time from the ECG R-wave
at 400 ms even though the velocity waveform was estimated
using the multifrequency phase differences. In this case, the
length of the Hanning window should be increased to suppress
the aliasing errors. By contrast, in the result of the Tukey
window (r = 0.30) [blue line in Fig. 11(e)], an aliasing error
did not occur during a cardiac cycle due to the advantage of
a high-frequency resolution. In addition, at the time from the
ECG R-wave of 30 ms, when the estimated velocity using the
long DFT window of 10 mm was maximum, the velocities at
all the spatial points in the IVS (13674 points) were estimated
using the multifrequency phased-tracking method with the
Hanning window or the Tukey window (r = 0.30). The
number of points where an aliasing error occurred is 608
(4%) or 302 (2%) in using the Hanning window or the Tukey
window (r = 0.30), respectively. These results suggested that
the Tukey window (r = 0.30) was useful for improving the
maximum detectable velocity in the in vivo measurement while
maintaining the locality of the velocity estimation.

V. DISCUSSION

The maximum detectable velocity was improved by using
the multifrequency phase difference in both the water-tank
experiment and the in vivo experiment. Even though this max-
imum detectable velocity was negatively affected by the inter-
ference between the different frequency components, it was
larger than the maximum detectable velocity based on a single-
frequency phase difference when the cross-spectrum amplitude
was used as the weighting function. Thus, the multifrequency
velocity estimator was useful for measuring the rapid motion
of the heart wall.

In this study, the plane wave was transmitted from the
sector probe. Diverging waves were used to measure the
large field of view, and the measurement using diverging
waves was proposed for the strain measurement of the heart
wall [32], [35], [36]. There is no significant difference in the
spatial resolution in the beam direction between the plane
wave and the diverging wave [32], [37]. Thus, the condition of
the transmitted wave may not affect the relationship between
the maximum detectable displacement and the window length.
However, the SNR in the velocity estimation may depend
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Fig. 11. (a) B-mode image of the IVS of a healthy young subject in measurement from the parasternal long-axis view. (b) ECG waveform, (c) PCG
waveform, and (d) velocity waveform estimated using a single-frequency phased-tracking method with a 2.5 mm Hanning window or a 2.5 mm Tukey
window (r = 0.30). (e) Velocity waveform estimated using a multifrequency phased-tracking method with a 2.5 mm Hanning window or a 2.5 mm
Tukey window (r = 0.30). (LV: left ventricular, RV: right ventricular).

on the transmitted wave condition owing to the difference
in the temporal resolution and the spatial resolution in the
orthogonal direction to the beam direction. Because the noise
in the velocity estimation is related to the movement of the
heart wall, as described in Section III-C, the changes in the
temporal resolution and the spatial resolution in the orthogonal
directions may affect the power of the noise spectrum. Even
though the transmitted wave was not a plane wave, the SNR in
the velocity estimation can be validated by the present method.
Therefore, the methods of this study may be beneficial for the
SR measurement using diverging waves.

Let us discuss the determination of the appropriate win-
dow length based on the relationship between the maximum
detectable velocity and the window length for the local SR
measurement in the heart wall. In this study, the in vivo
experiment was applied to the IVS from the parasternal
long-axis view and the velocity in the transmural direction
was measured. The multifrequency phased-tracking method
estimated only the velocity in the beam direction. Thus, the
heart wall was measured from the parasternal long-axis view,
short-axis view, or the apical view depending on the velocity
component that we want to measure. The maximum velocity
in the heart wall can be approximately predicted based on
the reference value for each measurement view, region of
the heart wall, and cardiac periods. The reference value is
measurable by the multifrequency phased-tracking method
with a long DFT window, which can detect a sufficiently high
displacement, as described in Section III-C. The maximum
velocity in the longitudinal direction is larger than that in the
transmural direction [38], [39]; the appropriate window length
for estimating the longitudinal component may be longer than
that for estimating the transmural one.

The 1-D strain and SR imaging method have been used
for clinical applications [7], [40]–[42], and the 2-D or 3-D
strain and SR imaging have also been studied [43]–[45]. The
multifrequency phased-tracking method can be expanded to

the 2-D or 3-D velocity estimator if needed [46], [47]. In the
beam direction of the 2-D or 3-D velocity estimator based on
the multifrequency phase differences, the relationship between
the maximum detectable velocity and the window length may
correspond to that in this study.

The computational cost in using the multifrequency phase
differences increases as the number of the analysis discrete
frequencies used for estimating the cross-spectrum phase gra-
dient increases. Thus, the computational cost of the velocity
estimator based on the multifrequency phase differences is
higher than that based on a single-frequency phase difference.
One of the methods to decrease the computational cost is to
impose a limitation on the frequency components used for
estimating the cross-spectrum phase gradient. It is our future
work to implement the multifrequency phased-tracking method
to an ultrasound diagnostic apparatus for real-time imaging.

VI. CONCLUSION

In this article, the relationship between the maximum
detectable velocity and the window length in the velocity
estimation based on the multifrequency phase differences was
described theoretically. The interference between different fre-
quency components in a short DFT window causes bias errors
in the phase differences at discrete frequencies other than
the center frequency. This decreased the maximum detectable
velocity and caused a large estimation error in the velocity.
The tradeoff between the maximum detectable velocity and
the window length was confirmed through simulations and
a water-tank experiment. Under the tradeoff, the Hanning
window, which was used in previous studies, is not always
appropriate for the local measurement of the velocity, which
sometimes exceeds 100 mm/s depending on the subject, direc-
tion of the ultrasound beam to the heart wall, and cardiac
periods. In the in vivo measurement with the short window,
the Tukey window with a large flat part, which has a high-
frequency resolution and ameliorates the discontinuity at both
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edges of the windowed signal, was appropriate for measuring
the maximum velocity of the heart wall. This study offers
the potential for the local velocity and SR measurements
of each myocardial layer using the multifrequency velocity
estimator with the appropriate window function and window
length.
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