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SUMMARY

To recognize a character using a pat-
tern matching method, it is necessary to
prepare sufficiently many sample patterns
for a template pattern. However, it is dif-
ficult to collect a sufficient number of
samples of some characters because they do
not appear often.

This paper proposes a new method of
estimating a template pattern using the
transfer function in a frequency range which
is considered generally to be useful in such
a case. The effectiveness of the method is
demonstrated experimentally by using the
printed Devanagari characters (in Buddhist
literature) as an example.

1. Introduction

When an image enters into a computer,
various noise and distortion components
occur. Since such components influence the
similarity and the calculation of distances,
it is necessary to remove them in a prepro-
cessing. For this purpose, the template
pattern of a character is made by taking an
average of many samples of each character.
When an average pattern is made from N sam-
ples, the average amplitude of a noise com-

ponent reduces 1//N of that obtained from
a single sample.

However, generally, it is difficult to
obtain a sufficient number of samples for a
character belonging to a new character set
or a character only used occasionally. For
such a case, conventionally a Gaussian fil-
ter [1] has been used to smooth the noisy
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components. The shape and size of such a
filter has been selected by experience, and
it has not been established to design an
optimal filter for each character.

This paper proposes a method which de-
signs an optimal filter for each character
of interest using the transfer function in
the frequency region so that a template pat-
tern is estimated from a few samples. There
have been a few works on automatic recogni-
tion of Devanagari characters used in Budd-
hist literature and Hindustani language [2 -
4]. Such a set of characters is relatively
small in number but contains characters
which are used very occasionally. Such
characters are best suited for testing the
proposed method. In this paper, Devanagari
characters printed on the Hokkekyo (edited
edition) [5] are used to test the effective-
ness of the proposed method.

2. Principle
2.1. Principle of estimation of tem-
plate pattern

The process of the method consists of:
(1) estimation of a transfer function from
a binary image in a frequency region; and
(2) estimation of the template pattern from
the transfer function.

(1) The transfer function is obtained
by using characters which have many samples
N, using the binary image sampled. Let the
1-th sampled image be si(x, y) (2 =1, oo,

N), let the template pattern which is their
average pattern be t(x, y), and the two-
dimensional Fourier transform si(x, y) and
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t(x, y) be .S'i(x, y) and T(xz, y), respective-

ly; x and y are the vertical and horizontal
axes of the image plane, respectively, and
let the size of the image be Nx x Ny. Let

the transfer function of the filter be
H(u, v). Using H(u, v), the image pattern
generated from Si(u’ v) is defined by

Tiw, v)=H(u, v) Si(u, v)

i=1 N »
‘lu=1, ", N:
v=1, -, N,

The sum of the error powers of the sam-
ple pattern and the template pattern in the
frequency region a(u, v) is given by

a(u, 1))=§7l | Ti(u, v)— T(u, v)|?
(2)

=iN§ | H(u, v)-Si(u, v)— T(u, v) I?

The filter function is determined so that
a(u, v) becomes minimum. By applying a par-
tial differentiation of H(u, v) to a(u, v)
in Eq. (2), and by making this value zero,
the transfer function H(u, v) is given by

T(u, v)ﬁlS.-(u, v)*
H(u, v)=—% =
l_Z_)_lS.-(u, v)Si(u, v)*

(3

where * denotes a complex conjugate.

(2) By using the obtained transfer func-
tion H(u, v), the template pattern of each
character, including those for which few
samples are obtained, is estimated.

x N
Y

in the frequency region, an approximate mask
m(x, y) is designed on the image plane to
reduce the computation. A two-dimensional
Fourier transform is applied to the transfer
function H(u, v) so that the mask m(x, y) is
formed on the image plane. A part which has
a very small value on m(x, y) is approxi-
mated by zero so that the mask having Nz X

Although H(u, v) has a size ofANx

N 1is reduced to a size of (2wx + 1) x
(. + 1).
Y

into a sample image si(x, y) by using

The mask m(x, y) is convoluted

X L4 ’ ’ .
Hr,y)= 2 2 sdx+x,y+y Imlx’, ')

X'=-wx y'=-wy
(4)

so that the template pattern t(z, y) is
formed.
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(a) Transfer function Hj(u, v) of Devanagari
charac. "H-"obtained from 10 samples

Weighting Coeff.

(b) Mask mj(x, y) obtained from reverse
Fourier transformation of H)(u, v)

Fig. 1. Transfer function Hl(u, v) and

mask ml(x, y).

If a mask m(x, y) is obtained by the
foregoing process, a template pattern of a
particular character usually obtained from
an average pattern of many samples can be
estimated from a single sample image. This
method utilizes the fact that the character-
istics of noise components are constant in-
dependently of each character.

2.2. Stability of calculation of

transfer function

Figure 1(a) shows the transfer function

”1 of a Devanagari character "H'" (an inde-

pendent character for the vowel 'a') ob-
tained by 10 samples using Eq. (3). The
character pattern is an Nx x Ny = 96 x 96—

dimensional binary image. This figure shows
a trend of a low-pass filter as a whole,

and some large values can be seen in the
high-frequency region.

In a case where a character pattern has
no power or very little power, the denomin-
ator of Eq. (3) becomes zero or a very small
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(a) Transfer function Hy(u, v) obtained from
633 samples of Devanagari character

weighting Coeff.

(b) Mask mp'(x, y)obtained from reverse
Fourier transformation of Hé(u, v)

Fig. 2. Transfer function Hz(u, v)
and mask mz(x, y)-

value at a frequency of (u, v), and the es-
timated value of H(u, v) becomes very un-
stable. For a transfer function of a single
sample of a character, it is possible that
this instability affects fairly many fre-
quency components.

To avoid this instability, it is bet-
ter to use as many samples and characters
as possible rather than a single sample.
Therefore, the transfer function Hz(u, v)

was calculated from 663 Devanagari charac-
ters printed in [5]. This set of samples
contains 89 different characters 1.e., the
sample sizes are different for each charac-
ter, from only one or a few to 20 at the
maximum. Comparing Hz(u, v) and Hl(u, v),

the forementioned instability tends to re-
duce gradually from a low frequency to a
high frequency.

Figure 1(a) shows a mask ml(x, y) ob-

tained by applying a two-dimensional Fourier
transform to the transfer function Hl(u, v);

weighting Coeff.

my (x, Y)

(b) Frequency characteristic Hé(u, v) of
my' (z, ¥)
Fig. 3. Mask m2’(x, y) and its fre-
quency property H2'(u, v).

Fig. 1(b) shows a mask mz(x, y) obtained by

applying a two-dimensional Fourier trans-
form to Hz(u, V) wx = wy = 5 was used for

the calculations.

2.3. Comparison with Gaussian filter

Let us approximate the mask mz(m, y)

obtained by applying the inverse Fourier
transform to the transfer function. Let us
obtain the variances cxz and 0 2 of the

weighting coefficients of the mask mz(x, y)

in the x and y directions, respectively. A
Gaussian mask mz'(x, y) using these vari-

ances is

mz'(r,y)=Aexp[—<7%+—2Z—zyz—>] (5)

where 4 is the normalizing constant. Figure
3(a) shows this mask and Fig. 3(b) shows the
frequency characteristic H2’(u, v) of

mg'(x, y).
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Fig. 4. Mask mz(x, y) and mask m2’(x,
Y).

Figure 4 shows the difference between
the distributions of the weighing coeffi-
cients mz(x, y) and mz'(x, y) at y = 0.

This figure illustrates well the difference
between the transfer characteristics ob-
tained from Eq. (3) and that of a conven-
tional Gaussian filter. In other words, the
mask designed by using the proposed method
clearly contains information such as the
characteristics of the Devanagari character
and noises, although these are not repre-
sented in the Gaussian filter.

Figure 5 shows the Gaussian mask m. '(x,

1
y) based on ml(x, y) and Eq. (5), and Fig.

5(b) shows its frequency property Hl'(u, v).

These figures also show a difference between
the properties at ml(x, y) and ml’(x, y).

3. Recognition Experiments

To confirm the effectiveness of the
proposed method, an experiment was carried
out using 7744 characters containing 89
kinds of Devanagari characters printed on
the first 15 pages of [5].

(a) Experiment l: Relationship between
the formation of template pattern and recog-
nition capability

A template pattern was made using a
single sample from each kind of character.
The experiments were carried out using five
different processes so that they can be
compared:

(1) The sample is used directly;
(2) The sample is processed by using

my(x, y) (a mask designed using the
proposed method for a single sample);
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(b) Frequency characteristic H)'(u, v) of

mll (x: y)

Fig. 5. Mask ml'(x, y) and its fre-
quency property Hl'(u, v).

(3) The sample is processed by using
my'(x, y) (a Gaussian filter);

(4) The sample is processed by using
mo'(x, y) (a mask designed by using
the proposed method); and

(5) A single sample is processed by
using mp'(x, y) (a Gaussian filter).

Similarly to (2) and (4) but with no pre-
processing for unknown input patterns, ex-
periments were conducted with (2a) and (4a).
Again, similarly to (2) and (4) but with a
preprocessing for the unknown input, experi-
ments were performed on patterns using the
mask. Table 1 shows the results.

To eliminate the influence of a pecul-
iarity of the samples for making the tem-
plate pattern, five characters for each of
the 89 character types were prepared (except
for a few which have less than five samples).
Using the procedures (1) to (5), and using
the whole set of 7744 characters, recogni-
tion experiments were carried out. The



Table 1.

Experimental results of character recognition

Method used for Preprocessing for Mean error rate and
smoothing dictionary unknown input standard deviation (%)

(1) none none 3.0 £ 0.5
(2a) my none 2.0 £ 0.2
(2b) mj used 1.5 = 0.1
(3) my ' none 2.1 + 0.2
(4a) my none 2.0 £ 0.2
(4b) mo used 1.4 £ 0.1
(5) my' none 2.2 + 0.2

my ¢ Mask designed by using the proposed method, from a single kind of

character.
my': Gaussian filter.
mp:  Mask designed by
characters.
mp': Gaussian filter.

using the proposed method, from many kinds of

A single sample was used for making the template pattern in all cases.
The entire sample consists of 89 kinds of Devanagari characters, 7744

characters in all.

rightmost column in Table 1 shows the mean
value and the standard deviation of the
recognition rate obtained for each procedure
(five times each).

The error rate in (4b) (with a mask
designed by the proposed method) is less
than that in (1) (a sample pattern alone).
The standard deviation of the error rate in
the former is smaller than that in the lat-
ter, and the result is very stable. The
error rate in (4a) (with a mask designed by
the proposed method) is less than in (5)
(with a Gaussian mask). Hence, it is demon-
strated that a mask using the proposed
method is better than a conventional mask
and that the proposed method produces a tem-
plate pattern independently of samples used
for making it.

(b) Experiment 2: Relationship between
number of samples to make template pattern
and recognition

To demonstrate the effectiveness of the
proposed method for a small number of sam-
ples, the recognition experiments were car-
ried out with different numbers of samples
for the template pattern. The template

29

patterns for these experiments are made by
combining two sets of samples:

(1) a set of single samples for each
kind of character (i.e., 89 characters in
all); and

(2) a set of N characters sampled from
the beginning part of [5].

In other words, the template pattern
was made by making a mask from (2) using the
proposed method, and then by using this mask
and each kind of character in (1).

For comparison,

(3) a set of M(= N + 89) samples con-
sisting of the samples in (1) and (2)

was used to make an average pattern for

each kind of character, and this was another
template pattern. Figure 6 shows the re-
sults with an average value and standard
deviations. Note, five groups of samples
were prepared as (1).

The results show that the proposed
method can increase a recognition rate,
even with a small number of samples for
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Fig. 6. Relation between the number of
sample data and error rates.

N in (2), which is comparable to a conven-
tional method with a set of samples of about
1000 characters in (3). Therefore, the pro-
posed method is useful to estimate a tem-
plate pattern image which cannot collect a
sufficient number of samples.

4., Conclusions

This paper proposes a new method to
estimate a character with a small number of
samples using a filter with a transfer func-
tion from a binary image to a template pat-
tern in a frequency region. A set of print-
ed Devanagari character (89 kinds, 7744 char-
acters in all) were used for recognition
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experiments with a template pattern made by
using the proposed method with a single
sample, and a recognition error rate of
about 1.4 percent was obtained. This rate
is comparable with a result obtained by a
conventional method using about 1000 sam-
ples. This shows that the proposed method
is useful for recognizing characters for
which only a few samples are available.

To further improve the recognition
rate of the method, it is necessary to dis-
criminate some very similar characters such
as those appearing in Devanagari characters,
since this is the largest single reason for
error in the recognition. Taking this point
into account, both the method of making a
template pattern and the method of recogni-
tion will be examined in the future.
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