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ABSTRACT

Several methods bave boen wsed to locats multipls sound
sources on a line such as a tube or e pipe by using many
sensor outputs, It is difficult, however, to looate avund
sources sccurately when the source socunds are correlated with
tsch other and/or when the sigoal-ternoise ratio is low. By
uaing the lasat mean squage czriterioa, it is mecessary to
solve the under—determined normal equation to estimate the
sound powsr and the waveform radiating from each assumed sound
source. Therefore, we propose & new method to solve the
eqguation by applying s tapering window to the singulaz~valus—
decomposition technique, These principles are confirmed
sxperimentally. The proposed method ias applicable to the
disgnosis of piping by estimating the positions of holes from
which streams of liguid or s gas are leaking,

1. INTRODUCTION

Wo proposs & new method to locate multiple sound sovsces
in a one-dimensional spsos such as in a tubs or a pipe based
on the estimation of the waveforam radisted from each sound
source by using & multi-channel chserved signal detected by
multiple sensors on the ssme line, ‘

In the literature (Silvis, 1927 and Youn and Ahmed,
1984), several correlation-based mothods have basn proposed to
locate a sound source using several sessor owtputs. In these
mothods, the position of a sound souree is dotermined from the
time differonces satimated by ueing the oross-apectrum or the
correlation between each pair of sensor outputs. It 1
difficult, however, to locate multiple sound sources by auch
conventional methods when there are ssveral sound sources
correlated with each other, becanse these methods ars not
based on the direot estimation of the wavefora radiating from
sach sound source,

Therefore, another mathod has been proposed (Silvia,
1984), In this proposed method, the position of a sound
source is first assumed on ths line, and the transfer
funotion, H,,(w), from the i-th assumed sound source t¢ the j-
th sensor ﬂ calculated using the distance between them.
After ocompensating for the transfer characteczistics by
multiplying the spectrum of the j=th semsor output Y.(uw) by
the imverse oharsctsristics, H,,(w)l of Ejy(w), the sdund of
the i-th assumed source is Oltﬂltld. Then,” the power of the
sum, I, By 1Yj(w), is oaloulated for ench sssumed point 1
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by using the cross—spsctrum technique, The positions of the
sound souzces are determined from the peaks in the resultant
povar of sach assumed point. However, if there aze multiple
sound sources, the esstimated sound, K, .(w)™ (w), of the 1-
th assumed point is affected by the ai..,ah l'ld'llth] from the
sound sources othsr thas the i-th source. MNorsover, if the
sensor outputs are contaminated by ncime, the power of the
noise term is not negligible,

These diffioultiss result because the sstimation of
source signals with the previously proposed methods are not
based on the least mean sguare (LMS) oriterion, By using the
LMS teohnique, if the position of each sound source is already
koown, sach of the source sounds is estimated from the
ordinary over-determined normal equation derived by
Rinimizing the additional noise power (Yanagida et al., 1983),
Bowever, with regazrd to the problem of locating the multiple
sound sources, since the positions of the sound souross sre
#ot known, it is necessary for the number of assumed sound
souross on the line to be grester than the number of the
sensors. Thus, the resultant normal equation derived by
minimizsing the noise power is under—determined, snd ths scund
spectrum of each assumed sound souroe cannot be estimated by
using ordinary methods. This i»s the diffioulty encountered in
ostimating the locations of the siguals of the multiple sound
souroes in low signal-to-noise ratio (SNR) cases.

Thervefore, we propose a new method to locate the multiple
sound sources as follows: We obtain the minimum norm solvtion
to the under-determined sormal equation by wsing the
singular-value—decomposition (SVD) technique. Howevez, it is
still difficult to aocurately determine the sound sowcoe
locations bacause the positions of the sound souroes become
obacure due to the application of low order trumcation in
solving the vader—determined normal equation. Thus, we use
the new mothod to apply s tapering window in truneation of the
order smployed in the previcusly propossd SVD tochnique (Eanal
and Kido, 1988). These principles sre confirmed
axparimentslly. The principlea of the proposed methed are
applicable in many fielda,

2. PRINCIPLE

It is assumed that thers are My potusl sound sougoes and
L sensors in a ons-dimensional space as shown in Fig., 1 and
that the sound zadiated from each souros propagates to the
sensors through the line. To determine the positions of the



Ny sotual sound sources, it is neceasary to sstimate the sound
signals, xy(n), 1=3,2,..,,M, radisted from st the N assumed
somd sources on the lime { MOMy ), If there is astually a
sound souros at the i=th sssumed point, the corresponding
estimated sigosl, x,(n}, colzmoides with the original sound
radiated from the actual sourcs and the estimated sigmal has
large powssr. Let N dimensionsl vector, x(n), denote an N-
channel N-length input signal radisted from the assumed sound
sources at sample index m,

2(a) = [ 2a(n), xa(a), o, ayio) 17, (0Lm<N)
where the superscript T indicates traasposition. If L
dimensionsl vector, y(n), repressnts the L-ohannel output

sigaal received by the L sensors, then the linsar shift-
invariant aystem comvolution that relates x{n) to y{n) is
given by
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whers the MN-~input L=output L-by—MN multiochannel impulse
response matrixz is given by

1‘11(‘) hyain) .. hlu(n’
hoy(n) haz(n) ... hyyla)

+ ]

by 4{a} bpaln) . By yin)

The impulss rssponss of the transfer system from i-th sound
source to the j=th semsor is denoted by L,,.(n), and the L~
dimensionsl vector m(n) demotes sn L-o“mnl sutually
uvncorrelated noise included in y(n),

Ai{n} =

aln) » [ 84(n), nala), o0 » ap(a) 1T, (0LadN)

The L-by-N multi-channel discreis Fourier transform matrix,
R(k), is definsd as

Hy1(k) Byg(k) oo Hyplk)
Byy(k) Hpa(k) ... Hau(K

H{x) = . o
Hps(k) Hpqalk) ... Bpy(k)

( k=0,1,....N=1 )

'lu(u) I”(t) is the N-point disorete Fourier transform of
hyylm):
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Fig. 1 The relation betwesn the Ny actual sound sources, the L
sengors, and the N assumed sound sources in the one~
dimensionsl space. They are reprssented by ‘X', A, and '¥,
coespectively. In the figure, Dk- {k=a and P}, denotes the
distancs between the k-th actumal sound source and the loft
sdge of the pipe.
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N=1

l“(k) - iohu(l) ow{—j?ﬂnllo. ‘2)

Let X(K), Nj(k). and !‘(k) denote the Fourier tramsforms of

the sigonsls, x4(n), n4{n), and y (n), zespactively, and let
X(k}, N(k), snd Y(k) fenote the Jutoﬂ of these spectra as
follows!

X(x) = [ Iy (K), Xalk), .o . Xyio) )T,

N(K) = [ Nu(k), Na(k), o o Np(0) IT,
and

e = [ Yu(h), Yalk), o, Yo(m) IT,

Thus, the multi—chanmsl comvolution in Eq, (1) i»s desoribed ia
the frequency doxain as

!(k, - .‘k)'x(k) + “(k). ( k-O.l.?.....N—l ) (3)
In this paper, supposs the charscteristic of the tramsfer

system of the esch element, H;, (k), of H(k) to bs

approximately determined by the distince, ry,, betwassn the
assumed i-th souad source and the j=th sensor follows:
Hyj(k} = exp(=aryy) oxp(=janey -t k/cN), {4}

whers a, f,, and o domote s sttenuation coastant, the
sampling frequency, and the sound velocity, respectively.

To locats My sound sourcen from the L-channel observed
sigasl, yi{n), or the spectrum vector, Y(k), it is neoessary to
determine the M, positicus radiating large sound power in the
M sssumed sound sovroes ( My(N ), After desoribing the
ordinary spproaches, wo proposs & new mathod in the following
seotion,

2.1 LOCATION OF SOUND SOURCES USING CROSS-SPECTRUM BASED
METHOD.

The spectrum, X;(k), of the i=th assumed source is
estimated by multiplying the speotrum, Y, (k}, of the j-th
ssnsor output by the inverse charsateristiod, E, (p)~1, of the
transfer funotion, Hy (k), from the i-th unmaJ sound souros
to the j~th asnsor scmming up the L compensated spectza, {
'U(k’- '!J(k) Yo (3%1,2,..,L) a8 follows:

I(x) = KT,

whers B(K)™ denotes the M-by-L invarse charmcteristioc transfer
matrix:

s
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The (j,i)-slement, H 1(*)'1. of H(X)” is the Fourier tramsform
of the inverss Ohl{‘lot'llltlﬂl. b 1(;}'1, of the impulse
rosponss, hy(w), of the transfer systsm Hy (k) from the i-th
assumed 80 source to that of the j-th ud»r:

Byl ¢ by = Ba), (104, 1L )

o=0

&(n) '{1
o *
If thers is an swctual souree at the i-th assumed sound point,
the estimstod source sound apectrum, X, (k}), l.e., the i-th
slement of J(kX), has large power. Thus, mothod reported
by Shima et al. (1988) identified the location of the actual
sound source, The method obtains the approzimate powar,
¥,{K), radinted from i-th assumed scund source by eslemlating



the cross-specirum betwesu !,1 l(t)"’l"l (k} and H
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whers * denotes the complex coajugate. By sumaing up the
speotrum, W;(k), wstimated for sach frequenvy, k, the power,

Pi, of the sound radiated from the i=th assumed sound sourcs
is obtained as follows:

Py -i vy, (1=1,2,...,M) n

The position of the sound scurce ia determined from the power,
{P;}, of sach assumed source sound. However, by substitoting
Y(E) of Bq. (3), the estimate, F(K), of Equ (5] is devoriber
as

Lk} = E(k)"H(K}X(E)+ H(X)"N(K), (59

The first term, H(X)"H(k), is ordinarily not equal to the unit
matriz, end thus the estimats, J(k), does not coimcide with
the original vestor, X(k), even in a zoiseless oase.
Thersfore, the ostimated sigml, x,(n), of the I-th sssumed
sound sourcs is affected by the convolution batween the
itverss transfer characteristio and the source sound signals
other than the i~th sound sousce. Morsover, in low SNR cases,

the second term correspomding to I, hy(a) 1eg (n) dus to
noise sannot be negligible. 'l'houfo:'t. ¢ metholl oannot be
ueed to locats sound sources when there sre multiple sources
and/or the SNR is low,

In the literaturs, correlatiou-based methods have been
proposed to astimate the time delsy (Silvis, 1987 and Youn et
al,, 1584). However, if there is & correlation betwesn the
source sounds, {‘1(“”' the position of each sound sonrcs
ocannot be relisbly sstimated by these methods, Morsover,
thess methods cannot estimate the waveform or the spootrum of
ssch assumed sound souroe.

22 LOCATION OF ACIUAL SOUND SOURCES USING SVD OF H(k)
By minimizing the power of noias term, N(X), of Eq. (3},

the least mean aquare solutiom of J(k) of X(k) Ls obtained as
follows:

A0 = (E%m) lnwBr e, (8)

where the superscript B denotes the conjugats transposition.
In geseral least mean square probvlems, the dimension L of the
observed vector, XY(k), is ordinarily greater than the
dimension M of estimated parameter veotor, X(k), that is, the
normsl equation ls over—dotermined (Cadzow, 1982 and Oppenheim
ot al,, 1975}, Bowever, in the determination of the positions
of the sound scurces, the number of the assumed sound sources,
M, is groater than the number of the sensors, L. Thus, the
fank of the M-by-M matriz B(BE(X) of Bq. (5) is equel to or
less than L ( L<N ) and the Moore-Penzose generalized inverse
matrix, [l(ﬂnl{t)l"l(t)l. cannot oaloulated dirsctly, It
is diffioult to estimate the speotrum, X(X), of eaoh assumed
sound source in such an nnder—determinad cass.

Therefore, we proposs a reliable method to sstimate,
L(k}), by wusing tke Singular-value=decomposition (5VD)
technique (Lancaster st al., 1985) as follows: The L-by—N
matrix, N(k), of the kth frequenvy component is brokes down
s follows:
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KE) = Q) Z(k) Qs(®)E, (7]

vhers Qu(x) and Qs(k) demote L-by-L and M-by-N orthomormal
matrices, which are eonioud of the orthopormal eigemveators
of BVEK(K) and MOOBDY, sespectively, and I(k) demotes the
L-by-N disgonal matrix desoribed as follows:

B 0 .. 0 0.0
0 o 0. 0 0..0
E(k) - [] L] e » . awe »
0 w0 oK) 0. 0

= diagl 1(k}, 3(k)) wue s 'L(k) 1,

whers [ o,(k) } denotes the singular values of H(k), Singe
the ratio o‘! the migimum to the maximum singular value is low,
the rank of (X} is approximated by the order R, whers R is
susller than L. Thus, the L-by=N diagomal matrix obtsined by
trunoating the small singular values, denoted by Ip(k), is
described as:

z.(k) = diag L oalk), os(k), ... ’ Fl(k); 0, vus » 0],
When the N-by-L imverss mstriz, Ip()™Y, of Ip(k) s defined

a8
1/os(x) 0 e 0 v O
o 1,,.(&) 0 e @ * ama °
gt = - 0 ...0
0 es 0 1/0p{k) 0 ... 0
0 . A
o e o [ TT] 0

- ‘i"t llcl‘k)o I,Gl(k)nng llon(k)a 0.....0 ]c
the estimate, J(k), of Eq. (8) is cbtainsd by

IR = 0 fpw™ awd 1w, (10

The physical meaning of the estimate, J(k), is considered as
follows: By substitutisg Y(k) of Eq. (3) and M(K) of Eq. (9),
the estimate, J(K), of Eq, (10) is described as

LM = A mag(0as (0BX(E) + 0 (WIgn 1o BN, (100

where MN-by=N matrix, Ag(x) - Zl(t,)"lf(kl, is defined as
follows: :

Ap(k) = ddagl 5i(k), Baik),..., By(x) 1,

snd
8,00 -{1 for 1{igR
Ofor R ¢ LM

The first torm, [Qy(0)81 lag(as (B of By (10) demotes the
‘‘goneralized" low—order—passing filter (Kamal and Kide,
1988). The sscond term, Qa(k)El(k)'lﬂa(k)“, denotes the
"generaiized"” loweorder—suppression filter. Thus, by
estimating J(k) based on Eq. (10), the noiss term is
suppressed even in low SNR cases. For sxsaple, the trumcation
ordsr, R, is determined by comparing the following mormalized
zatio, p(R), with the threshold, T,:

R L
PR = (I 181" 7 3 ls,)* H1/2, (11)
i=l i=1

'htr; Te will depend on the particular application (Cadzow,
1982).

However, at the same time, tha shasp trumcation due to
the gensralized low-ordsr passing filtsr produces a ripple
around each aotual sound source position in a manner similsr
to the well-known Gibbs phesomencn (Oppenheim st al., 1975}



caussd by ordinacy low-pass filtering, Therefore, we have
propossd an approach using a tapering window in the sbove SVD
tochnigue to smppress the ripple and olarify the each sotusl
sound souzee position outlized below (Kanal and Kido, 1988),
The sequence, {A;(k}], is calovlated from the convolution
between the truncated diagomsl element, {§,(k)), of the
matriz, dp(k), and & tapering window funotion, (v }J. The W=
by~N disgonal matzixz, A(K), is defined by the :uninnt term,
A k), in the {l,i)-position ( 1£i<K ) and by zeros elsewhers,
o source sound, X(k), of the k-th frequency is estimated
using the matrix, ME)E1(k), instesd of Zl(k)'l -
Ag(1)°I(k)™) of Eq. (10) as

IR = G AR D™ mE Yo, 132)

where
Ak} = diagl datk), Aa(k), wvs Aylk) 1.

For sxample, the window function is defined by the following
Hamming window {Oppenheim et al. 1975):

wy = 054 + 046 cos(2ni/2Ny), ( =Ny S 4 KNy ) U8

where the width of the window is equal to 2N +1 points.

The spectzum, J{k), of M sesumed sound souroes is
estimated for each frequemey, k, by usiag Eq. (10} or Eq.
(12). By summing up the power of the spectrum estimates, [
(k) }, obtained for sach frequency, kw0, 1, .., N1, the
sound powsr, Py, radiated frem the i-th assumed position,
141<M, is caloulated as follows:

Pl [ 3] (14)

Since the additive noise term is suppressed by the order
trunoation and the spectrum of each sssumed source acund is
estimated using the generalized imverse ocharsoteristic of the
multi-channel transfer function and the above tapsring window
function, the positions and the signala of the sound sources
are scouzstely estimated by the propossd method,

3. SINULATION RESULTS

In order to illustrate the characteristics of the cross~
speotrum based method and the propossd method, we have ohosen
the following three examples. These methods wers implemented
on an IBNSOS1-EX6 (1 word=32bit) computer usiag doudle
precision arithmetic, In the following simulation
szperiments, the sound veloclty, o, is 400 m/s, the
sttennation constent o of Eq (4) is 0,01 1/m (Shima et al,
1988), and the sampling frequency, f, 1is 2.4 kix. The total
length, N, of oaoh of the L signalas received st the sensors is
64 points, The length of & pipe in a ons—dimensional space as
shown in Fig. 1 is equal to 10m,

Fisst Example: In order to compare the inverse characteristic
of H(k)~ of Eq (5) snd that of Qu(mIp(x)lau(m¥ of Eq.
(10), the following simple impulss sequances are chosen as the
two source sound sigaals:

I = 8a-10)

l’(n) = =4(n=-15). ( n-O,Lz.m.SS ) ‘u)
These 64=point leagth sigaals are showa in Fig. 2{a). The
positions of the two actual sound soufoes are shown by the
mark P in the resuitant figures of the estimated power, (P
}. Pive sensors are ussd and they are arranged at oqut
intervals along the surface of the pips, The noise signal, {
a.({a} }, that contaminmates at the j=th sensor output
{J=1,2,..,5) is mutually snoorrelated white noise. Ths ENR
is 20 dB, Thke number N of the assumed sound sources is 1l.
They are slsc arranged st equal intervals along the lins and
the source positions of the two actusl somnds, x,(n) and
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l’(n). coamgide with the positions of the second and ninth
assumed acurces, fespectively, The power, {Py), of the
sstimated apeotrum, J(k), is averaged for the all frequencies,
kwl, 2, e 31, other than the d.0. component (k=0).

Figures 2(b) and 2(¢) show the waveform estimates,
{p(n)l. { i%1,2,.4s11 }, of esch sssumed sound source aand
the redisting sound power, { P, }, obtained by the ozoss-
spectrun based method and the proposed method, respectively,
Both methods scourataly estimste the positions of the actual
sounds from the radiating power, [ Py ). However, even in the
casé in which moiss is absent in Fig. 3(b-i), thers aze many
inpulsss in the estimated signels of the assumed points other
than the sotual somnd sources, (i=2 and iw9), These pulses
show the difficulty of removing the transfer charsoteristics
from each sensor output by usipg the simple imverss
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[] 31 TIME {n) &3 3 i TIME (n) 15.
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‘w\_ /\--—h._/"\".

'm;[ ] [ : 4P

13 ) i1

] T 1 T3 )
ABEUMED SOUND BOURCE NUMBER (1)
[$¥) (b) n

Fig. 2 The estimated signals, 3,(n), and the radiating power,
P, of the i-th assumed sound sources for the first example.
In the graphs of the estimated aignals, the vertical axis
scale is as follows: 1 unit equals 0.5, ( Ne=2, L=11, Meil,
and No=0, ) (1) SNR==, (2) ENR= 20d4B.

(a) The original sigoals, Zo(n) and zgln), of the two actual
source sounds. (b) Resunlts obtained ,by the oross—epectrum
based method in sectiom 2.1.



oharaoteristios, E(k)", of Bq (5), Contrastively, by using
the propossd method, the original waveform of RBq. (15)
radiated from each actual source is estimatsd scourately, even

when the ®R is equal to 20 4B as shown in Fiz. 3({e=2),

As shown in Fig. 2(d=2) in the case of the SNE=20dB, the
sound position cannot be estimated from the power, | P,
ostimated from the propossd method when the threshold, *T,,
used in Bq, (11} is equal to 100 %, that is, when all singular
values of (k) are nsed for the estimation, This i3 dus to
the second term, Q, (x}Ip(k) 1@, (k)EN(K), of Bq. (10") caused
by the additive moise, However, by truneating the small
l:u:.l.:r values (Ty=99.9%), more accurate estimates “i.
obta the aed me .
Ty 2‘(’1-2). propo thod ss shown in the power, (P

Sscond Bxample; Bere we present amother simple exampls in the
0sss whers two source sounds, X _(n) and x’(l), are mutvally
uncorrelated white noins whea %hc" ares two aotual sound
sources, Such uwoorrelated scurce somtds are slso uwsed in the
sucoseding simulation experiments. The aumber of the assumed
sounds, M, and the number of the used sensors, L, are 21 and
11, ceapectively. The position of sach of the two sotual
sound souross does mot colnoide with that of either senser.
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Fig. 2 (Continued) (c) Results obtainad by the proposed method

in sectlon 2.2. (T,=99.9%), (d) Results obtained by the
proposed method when T,w100%,
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The SNE is equal to 20 4B, By using the cross—spectral based
meothod in seotion 3.1, it is difficult to detect the positiom
of the second actual sousd sourcs am shown in Fig. 3(a),.
Bowever, as shows im Fig, 3b), the proposed method relisdly!
sstimates the position of the sach sound sowroe.

In order to determine the cptimum value of sach parameter
used in the propossd method, we chose the following three
simulation experiments. Figure 4 shows the average estimation
accuragy, ¥, obtained in 32 independent trisls for vazioms
values of the threshold, Ty, mneed in Eq. (11} and the width,
N,, of the tapering window, The estimation scocuracy, ¥y, is
dafined as followe:

B(L By ) /e
i for the actmal sources
T - )
184 By )
1 for all assumed souzves

(16}

where E(*) denotes the average opsration, The number of the
aotual sownd sources, M,, and the number of the semsors, L,
are equal to 2 and 11, gespectively. In each trial, the
position of these two sound sources are seleoted randomly from
the positions of the 21 assumed source points on the 1ins,
The SNR is equal to 20 4B, As shown in Fig, 4, the optimum
valuss of the parameters, Ty and Ny, are about 99.9% and 4,
tespeotively, snd these valuss sre also uwsed in the suocesding
simuiation expsriments, As seen from the figure, it s
offeotive to use tha tapering window,

POSITION OF ACTUAL SOUND SOURCE
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Fig. 3 The estimated radiating power, (P;}, of the assumed
sound sources when the sourcs sound signal are mutmally
unoorrelated white noise for the segond example. ( SNE=204B,
Mom2, L=11, and M=31),

{a) Estimated by the cross—spectrum based method in seotiom
2,1, (b) Eetimated by the proposed method in ssction 2.2.
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Fig. 4 The relation between the threshold, T;, snd the average
satimation jsocuracy, vy, for various values of the width, N,
of the tapering window. ( SNEm20dB, M,=3, La=1l, and N=21, )}



Next, the average eatimation sccugacy, v, is Qllen.htod
for various values ¢f the number of semsors, L, sad the aumber
of the actual sound sourcen, My, as shown én Fig. 5. The
number of the assumed sound soucoes, M, is equal to 21, From
Fig. 9, the estimation accursoy, ¥, i» in proportiom to the
logarithm of the aumbers, L,

Figure & shows the aversge ¢stimation mccuracy, ¥,
obtainsd for various values of the SNR and the number of the
sensors, L. Ia the experiments, two sctual sound sousoes are
used and the number of the assumed sound sousce, N i» 21,
Esough estimation acouracy, 7, is obteined when the ENR is
larger then 30 4B,

Ezampls: Ve chose a slightly more complicated example
as follows: There ars four sotual souad sources. The
positions of these sowrces are shown iz Fig. 7. The number,
N, of the assumed sound source points is equal to 61, and 21
sensors are used. The SNR is 20 4B, Aa showa in Fig. 7(b),
the proposed method scourstely estimate the positicns of all
four actusl sound sowroes from the short length siguals
ceosived by the multiple sensors,

4. OONCLUDING REMARES

This paper proposss a nev method of locating multipls
sound sources in one-dimensional space by applying tapered
singular-value-decomposition to an under—determined normal
squation derived from estimating the specirum of each sssumed
sound source from the observed muitiple sensor outputs. From
the expsriments with numerical examples, the multiple actual
sound sources ars estimated accunzetely using the proposed
method, The relation between the acouracy of thas estimated
sousd positions and the parameters used in the proposed method
is also examinmed,

The usefulness of the propossd method should not only be
confirmed the above ocomputsr simulation bdut also by
experiments using pipsn, When there are reflecting points in
the pips, it is more diffioult to estimate the position and
the wavefors of each sound source, The primeiple of the
proposed method is applicable in the estimation of the
position snd the wavefors of ths sound sourcss in & two— or
threo=dimensional spacs, However, in these cases, it is
sacessary to use & much larger number of the assumed souros.
These three important issues are ourreatly under
investigation.

The authors would like to thank Prof. Dz, Noriyoshi
Chubachi, Dr, Shozo Mskino, Dr, Yoshiyuki Kavazoe, and Dr.
Nasato Abs of Tohoku university,

REFERENCES

Silvis, M. T., 1987, "Handbook of Digital Signal Provcessing
Bagineering Appliostioms,” Bdited by D. F. Elliet. Asademic
Press, { Chapter 10: Deconvolution and Chapter 11: Time delay
satimation ).

Youn, D, H.,, and Ahmed, N., 1984, "Time Delay Estimation
via Coherence: An Adaptive Approash, ' J. Acoust, Sosc, Am,
Yol. 75, No. 2, February.

Shims, A., Liu, J., Noto, H,, Abs, M,, snd Kido, K., 1988,
A New Cross=Spectral Method to Locats Sound Sources in One-
Dimensional Bpace,” J. Acoust, Soo, Jpn. Yol. (B)=%, Ne. 1,
PP 1-11,

Esnsi, H., and Kido, K., 1988, "Estimation of Nultipulse
Series Driving of an All-pols Transfer Bystem,' Treas. of
Jpo. Scodety of Mechanioal Enginsers (in Japaness). Vol. 54,
No. 508, pp. 2907-3914,

Ysnagids, M., Kakusho, O,, and Nomurs, Y., 1983, "Least-
square Method from Bource Sound Separation in Multi-source
Envirconment,"” Prooeedings of 1lth Intermational Conference on
Acoustics, Lyon-Touluse, Paxis, pp. 167-170.

Lancaster, P. and Tismenetsky, M., 1985, ""The Theory of

232

MNatrloes,! Acsdefic press, United Kingdom.

Cadzow, J. A, 1982, ''Spectral Estimation: As Over-
determined Rational Nodel Equation Approash,” Proo, IEEE,
Yel. 70, No. 9, pp. 507=539,

Oppenbeim, A. V. and Sohafer, R W,, 1975, "Digital Bigaal
Processing,” Preatice—Hall, Englewood Cliffs, New=Yersey.

s 0
g
-

B -3 \ i
g o T
-‘ "

Q
g L
he 12!
z s AT e
& # s
- :'d "l
2 -e 7 ry N
ﬁ ¢ " vl
1 ’ . -’
¥ ﬁ! ‘3'
B -1 rae 3
g f’ .y" - r m’_‘—a"'.
™3 Y ’ -% I e ™
g . 4 L - —',—
- = = = T
1 2 ] § 10 20

THE NUMBER OF SENSORS

Fig. 5 The relation batwesn the number of the semsors, L, and
the sstimation accurscy, v, for various numbers of actusl

sound souzces, Ny , ( SNR=30dB, M=21, Te=99.9%, sud Ny=4. )

- 0
3
= -3
B
-
g -4
g <
2 L=31
5 Lal]
&
] CROBS-SPECTRAL
g BASED METHOD L=2}
a
-~ M e e L=%
3
E Lw2
)
< 0 10 20 20 40 50

SIGNAL-TO-NOISE RATIO SNR (dB)
Fig. 6 The rolation between the SNR and the sstimstion
socuracy, Yy, for various numbers of the semsors, L. ( Nem2,
MNell, Ty=99,9%, and Ny=4, )
The solid line: the proposed method (L=2, 5, 11, 21).
The dotted line: the previcus method by Shima (1988) (L=31).

POSITION OF ACTUAL SQOUMD SQURCE

D= Dg= D.=s D=
1.87 3.67 7.17 8,35 m
MAX-W Py
u bl - " - ,_‘
(a)
MAX 1 P
o- ----‘1 fama Yo e caees -

31 1
ASSUMED SQOUND S?E)RCE NUMBER (i)

Fig. 7 The eatimated radisting power {P;} of the assumed soumnd
sources when thers are 4 actual sound sources for the third
example, ( SNR=204B, My=4, 1w21, and M=§l),

(a) Estimated by the crose—spectrum based method in seqtion
2.1, (b) Estimated by the proposed method im seation 1.2,
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